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ABSTRACT

Considering a general linear model of signal degradation, by model-
ing the probability density function (PDF) of the clean signal using
a Gaussian mixture model (GMM) and additive noise by a Gaus-
sian PDF, we derive the minimum mean square error (MMSE) es-
timator. The derived MMSE estimator is non-linear and the linear
MMSE estimator is shown to be a special case. For speech signal
corrupted by independent additive noise, by modeling the joint PDF
of time-domain speech samples of a speech frame using a GMM, we
propose a speech enhancement method based on the derived MMSE
estimator. We also show that the same estimator can be used for
transform-domain speech enhancement.

Index Terms— MMSE estimation, GMM, Gaussian noise.

1. INTRODUCTION

To enhance the quality and intelligibility of noisy speech, research
in speech enhancement (SE) [1] has focused on better modeling of
the speech and noise PDFs, the way the noise contaminates the clean
speech, the type of noise source, etc. The most common distortion
in speech is due to additive noise, which is independent of the clean
speech. The SE algorithms explored can be grouped into two ma-
jor classes [2]: 1) the class based on hidden Markov model (HMM)
([31, [4]), and 2) the class based on transformation of signals, such
as MMSE estimation ([5], [6]), spectral subtraction [1] and sub-
space based methods ( [2], [7], [8]). Ephraim and Van Trees intro-
duced subspace based approach[7], where they assumed the additive
noise to be white. This subspace based method of Ephraim and Van
Trees [7] is further improved by Rezayee and Gazor [2], and Hu and
Loizou [8] to include the case of colored noise also. The generalized
subspace based method of Hu and Loizou [8] includes the methods
of Rezayee and Gazor [2] and Ephraim and Van Trees [7] as special
cases.

In the class of MMSE estimation based processing, many SE al-
gorithms assume that the coefficients of both the clean speech and
noise are jointly Gaussian distributed. Such an assumption results in
a linear estimator and thus, leads to suboptimal performance where
the Gaussian distribution is not the best model, atleast for the PDF
of speech signal. It has been shown that the PDFs of speech signal
and transform domain signal are better modeled using other distri-
butions, such as Gamma [6] and Laplacian [9]. In [10], the PDF
of transform-domain coefficients of speech signal is modeled using
Laplacian density and noise component is modeled using a Gaussian
density. To achieve better recognition performance, the feature vec-
tors derived from the noisy speech [11] are enhanced by modeling
the PDF of clean speech feature vector using a GMM and the noise
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is modeled using impulse function.

In this paper, we explore the use of non-Gaussian model of clean
speech PDF for speech enhancement. We derive the general linear
model based MMSE estimator where the PDF of the clean speech
signal is modeled using a GMM. The additive noise is assumed to
be Gaussian distributed and independent of the clean speech. We
show that the developed estimator performs better than the general-
ized subspace based method of Hu and Loizou [8].

2. GENERAL LINEAR MODEL AND MMSE ESTIMATOR

In the general linear model, the observation data vector X is modeled
as

X=AS+W, (1)

where X is a ¢ X 1 random observation vector, A is a known g X p
observation matrix, S is a p x 1 random vector of parameters to be
estimated, and W is a ¢ x 1 random vector of additive noise. W
and S are assumed to be statistically independent of each other. The
PDFs of S and W are assumed to be known and respectively de-
noted by fs(s) and fw (w).

Theorem: In the general linear model, if S and W are respec-
tively GMM (with M number of mixture components) and Gaussian
distributed as

M

fs(S) = Z om N (SHJ/;nv C;ns) ) @
m=1

fw (W) = N (Wi 1y, Cyy ) ®)

where aun ({am > 0}Y_ and M an = 1), pg and Cgy
are respectively the prior probability, mean vector and covariance
matrix of the mth Gaussian component of GMM, and, 5, and Cy,
are respectively the mean vector and covariance matrix of W, then
the MMSE estimator, S = & {S|X}, is given in Eqn. (4).

Proof: As S and W are independent, we can write the joint PDF
of Sand W as

fs,w (s, w)
=[Sy am N (sing . C5) | x N(Wipg . Cw) ()
= Zﬁf:l am N (S7 W5 /j’mv Cm) .

Thus, the joint PDF of S and W is GMM distributed as shown in
Eqn. (6), where

m_ [0 ] o[ Cm 0] ;

ICASSP 2008



N M
S =

m=1

where 3, (X) is defined as

: exp [~4 (X~ [AuZ + ) [ACH AT +Cy ]~

m 1
(Var)P|acn AT 40y |2

ﬂm(X) =

-1
500 (4 + L AT [ACR AT+ Co ] (X AR+ i) ) @

1

(X - [A“;n + “w])]

M 1
Qg
=1 % (VE7)"|A Chg AT+Cy |2

exp |3 (X~ [Apd +nw]) " [AC AT+ 0] (X = [Apd + )]

1<m <M. (5)

Now, from Eqn. (1) we have

X AS+W A I S S
SR e e W] e
Property of GMM : 1If k-dimensional random vector U is GMM
distributed as fu(u) = >M_ ~,N (17, C7), then the random
vector V.= DU is also GMM distributed according to fv(v) =
Zﬁle Ym N (D p,DCT DT), where D is a ! X k deterministic
matrix.

Thus, using the above property of GMM, from Eqn. (6) and Eqn. (8),
X and S are jointly GMM distributed as

M

fxs(xs) = Y anN(xsGu",GC"G), O
m=1

where [using Eqn. (7) and the G matrix of Eqn. (8)]

Mg I ’
crom
GCmGT = { xx  Uxs } 10
C1SX C1SS ( )
B ACILAT +C,, ACL
- cr AT cr |

Since, S and X are jointly GMM distributed with known parameters,
the conditional PDF of S given X can be evaluated as

Foix (s) = S50, B () N (5312 0), €23 )
where

m m m m -1 m
'us,c(x) = pg T+ Csx [Cxx} (X - 'ux) )

Css,c = Css - C]:sx ([Cxx] C’xs7
B (%) = Er
fmx(x) = N (x5 0%, C¥y ) -
Hence, the MMSE estimator S = £ {S|X} is given as
R M
S=e{SX} =3 Bn(X) ng.(X). (12)

m=1

Substituting the values from Eqn. (10) and Eqn. (11) in Eqn. (12),
the expression for the MMSE estimator is shown in Eqn. (4).

From Eqn. (5), we note that 3., (X) is a non-linear function of
X and thus, the estimator of Eqn. 4 is non-linear. The non-linear
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weights, {ﬁm(X)}ﬁle, satisty B (X) > 0and M 3,,(X) =
1. We mention that the usual MMSE estimator for the case of Gaus-
sian distributed S is a special case of our estimator. For this case,
M = 1 and thus, the estimator of Eqn. (4) reduces to the well-
known MMSE estimator of linear form shown in Theorem 11.1 of
[12]. In case of modeling non-Gaussian PDF, GMM is a generaliza-
tion of the Gaussian model. Hence, we expect better performance of
the non-linear estimator, for M > 1, compared to M = 1.

3. SPEECH ENHANCEMENT FRAME-WORK

The speech signal is processed as frames of p samples. For the nth
frame we denote observed noisy speech vector by Y (n) and cor-
responding clean speech vector by S (n). For simplicity, we drop
the subscript ‘n’. We model the PDF of S using a GMM with M
number of mixture components. Now, we propose different model
of speech degradation, which fits into general Bayesian linear model
frame-work of section 2.
Model 1: Observed noisy speech vector Y is is modeled as

Y=S+2Z (13)

where the clean speech vector S is degraded by additive noise vector
Z. We assume the PDF of Z to be Gaussian. Therefore, the de-
graded speech model of Eqn. 13 fits into the general linear model
frame-work of Section 2, where A is a p X p identity matrix. Now,
we can use the MMSE estimator of S given by Eqn. 4 to get the en-
hanced speech vector S.

Model 2: 1f the speech signal undergoes linear filtering distor-
tion, characterized by a matrix H then, the observed speech vector
Y is given by

Y=HS+7Z (14)

where Z is defined as in Model 1. Now, if we have some prior in-
formation about H, then using the estimator of section 2, speech
enhancement can be done in a similar way as in Model 1.

Model 3: Many SE techniques use orthogonal transforms (such
as Discrete Cosine Transform or Karhunen Love Transform) and
then process speech for enhancement. We can easily extend our
Bayesian MMSE estimator to work in a transform domain by mod-
eling the degraded speech in the transform domain. If we denote the
transformation matrix by T, then transformed noisy speech vector
X = T'Y can be modeled as

X=AS+W (15)
where A = T H and W is additive noise vector in transform do-
main. Assuming the PDF of W to be Gaussian, we use the MMSE
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Fig. 1. SNR of enhanced speech signal at different vector dimension
(p) and number of Gaussian mixtures (M) for optimum choice of p
and M. (a) Input SNR = 0 dB. (b) Input SNR =5 dB.

estimator of Eqn. 4 for speech enhancement.

It is clear that the SE models described above can handle a more
general case of speech distortion than just additive noise. Also, the
estimator can operate in time-domain as well as in the transform
domain. We use Expectation Maximization (EM) algorithm to esti-
mate the GMM parameters of clean speech from training data. For
achieving optimum speech enhancement performance, the number
of Gaussian components (M) of the GMM and the vector dimension
(p) should be determined experimentally. Further, although the clean
speech GMM parameters are found offline using training data, noise
statistics (mean vector, covariance matrix) are estimated online.

4. EXPERIMENTS AND RESULTS

4.1. Experimental Setup

The speech data used in the experiments are taken from the TIMIT
database, where the speech is sampled at 16 kHz. For our exper-
iments, the speech signal is first low pass filtered (3.4 kHz cut-off
frequency) and then down-sampled to 8 kHz. We have used 40 min-
utes of speech data for training and a separate 3 minutes of speech
data for testing. The training data is used for estimating the clean
speech GMM parameters employing EM algorithm. The test speech
is generated by adding noise to clean speech at the required level.
Therefore, all our experiments are based on Model I of section 3.
We have considered two types of noise: white Gaussian noise (gen-
erated by MATLAB) and aircraft cockpit noise (taken from Duke
University database). In all our experiments we have assumed the
noise to be zero mean. Assuming the noise to be stationary, covari-
ance matrix of noise is estimated only once from the initial 200 msec
segment (contains only noise) of the test speech.

To measure the speech enhancement performance, we have used
the following objective measures as used in [4]: signal-to-noise ra-
tio (SNR), average segmental SNR (SSNR) and average log spec-
tral distortion (SD). The SSNR and SD measures are perceptually
motivated objective measures widely used in speech enhancement
experiments.

Table 1. Performance of the proposed GMM based MMSE estimator
for white Gaussian noise at different input SNR

SNR (dB) Avg. SSNR (dB) Avg. SD (dB)
Input [ Output Input [ Output Input | Output
-5 6.07 -14.47 -0.24 9.47 7.11
-2.5 7.58 -11.97 1.09 9.19 6.76
0 9.12 -9.47 2.43 8.87 6.41
2.5 10.65 -6.97 3.65 8.50 6.13
5 12.17 -4.48 4.74 8.09 5.86
7.5 13.76 -1.98 5.85 7.63 5.59
10 15.39 0.51 6.89 7.15 5.30

Table 2. Performance of the proposed GMM based MMSE estimator

for cockpit noise at different input SNR

SNR (dB) Avg. SSNR (dB) Avg. SD (dB)
Input | Output Input | Output Input | Output
-5 6.29 -14.49 -0.09 9.49 7.09
-2.5 7.77 -11.99 1.23 9.21 6.74
0 9.25 -9.49 2.49 8.89 6.43
2.5 10.74 -6.99 3.67 8.52 6.13
5 12.26 -4.49 4.79 8.10 5.85
7.5 13.84 -1.99 5.87 7.65 5.57
10 15.44 0.50 6.92 7.16 5.28

4.2. Performance of the GMM based MMSE method

It is clear that larger frames of speech carry more information en-
abling the statistical speech enhancement. However, larger vectors
demand larger M and increasing the computational complexity.
Thus, it is important to find the reasonable values of p and M
such that the estimator provides an acceptable trade-off between
improvement in performance and complexity. For the additive white
Gaussian noise case, the output SNR performance (in dB) of the
enhanced speech is shown in Fig. 1, for different values of p and M,
under different input SNR conditions. We note that the output SNR
increases as M increases for any particular value of p. This behavior
is attributed to the fact that the use of higher number of Gaussian
components leads to better PDF matching of the source signal and
thus results in better enhancement. Further, for a fixed M, if p is in-
creased (keeping the same amount of training data) the performance
increases in general upto moderate values of p, but starts to droop
for higher p. This can be attributed to two reasons: (1) The initial
increase with p is due to exploitation of higher signal correlation
between samples, and (2) The drooping for higher p could be due
to modeling approximation for fixed training data. From Fig. 1, we
choose the optimum values as p = 40 and M = 256 and keep these
parameters fixed for our rest of the work.

For performance evaluation, we have processed the noisy speech
as frames of 40 samples with 50% overlap between successive
frames. Successive enhanced frames are overlap-added using Ham-
ming window as in [8]. The performance of GMM based MMSE
estimator is shown in Table 1 for the white Gaussian noise case. At
a low input SNR of -5 dB, we note that the MMSE estimator pro-
vides more than 10 dB, 14 dB and 2 dB performance improvements
respectively in terms of output SNR, average SSNR and average
SD measures. The uniform improvement of 2 dB in average SD for
all the 4 input SNR conditions, indicates that MMSE estimator is
providing better intelligibility enhancement, in addition to quality
improvement in terms of SNR and SSNR. It is observed that the
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Table 3. Performance of the generalized subspace based method of
Hu and Loizou for white Gaussian noise at different input SNR

SNR (dB) Avg. SSNR (dB) Avg. SD (dB)
Input | Output Input | Output Input | Output
-5 5.01 -14.47 -1.55 9.47 9.28
-2.5 6.49 -11.97 -0.13 9.19 8.71
0 8.08 -9.47 1.30 8.87 8.16
2.5 9.75 -6.97 2.76 8.50 7.57
5 11.51 -4.48 4.23 8.09 6.99
7.5 13.33 -1.98 5.78 7.63 6.44
10 15.24 0.51 7.35 7.15 5.88

Table 4. Performance of the generalized subspace based method of
Hu and Loizou for cockpit noise at different input SNR

SNR (dB) Avg. SSNR (dB) Avg. SD (dB)
Input | Output Input | Output Input | Output
5 502 || <1449 | -1.74 || 949 | 8098
25 | 66l 1199 | -027 || 921 8.43
0 8.20 -9.49 1.20 8.89 7.87
2.5 9.87 -6.99 2.69 8.52 7.30
5 11.62 -4.49 4.22 8.10 6.73
7.5 13.42 -1.99 5.79 7.65 6.18
10 15.32 0.50 7.37 7.16 5.65

improvements in all the performance measures decrease as the in-
put SNR increases. This observation is consistent with the general
results for speech enhancement in the literature. Table 2 shows the
performance of the MMSE estimator where the speech signal is
contaminated with aircraft cockpit noise and the noise PDF is mod-
eled using Gaussian distribution. The same trend in improvements
of performance measures are observed like in the case of Gaussian
noise.

4.3. Comparison with generalized subspace based method

We compare the performance of developed method with the general-
ized subspace based method (Time Domain Constrained estimator)
of Hu and Loizou [8], which has been shown to be an improvement
over the subspace based method of Ephraim and Van Trees [7]. Ta-
ble 3 and Table 4 show the performances of generalized subspace
based method, respectively for the Gaussian noise and aircraft cock-
pit noise cases. For the white Gaussian noise, comparing Table 1
and Table 3, we note that our method provides better performance
than the generalized subspace based method in all the aspects. At
low values of input SNR, the GMM based MMSE method provides
more than 1 dB improvement compared to the generalized subspace
based method in the sense of output SNR and average SSNR. Also,
the GMM based MMSE method provides considerable improvement
in performance in the sense of average SD for all the input SNR
conditions considered. For the aircraft cockpit noise also, compar-
ing Table 2 and Table 4, we observe same trend in performance im-
provement for the GMM based MMSE method over the generalized
subspace based method. Thus, the GMM based MMSE estimator
can be regarded as an effective method for speech enhancement.

5. CONCLUSION

For the general linear model of signal distortion, we derive a
Bayesian MMSE estimator where the PDF of clean signal vec-

tor to be estimated is modeled using GMM instead of the usual
Gaussian distribution. The estimator is shown to be a non-linear
one which encompasses the well-known MMSE estimator for the
Gaussian case. For speech enhancement, the estimator is shown to
perform better than the generalized subspace based method of Hu
and Loizou [8], and the improvement in performance is attributed
to the fact that the PDF of clean speech is better modeled using the
GMM.
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