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ABSTRACT

Agglomerative hierarchical clustering (AHC) has been a popular

strategy for speaker clustering, due to its simple structure but accept-

able level of performance. One of the main challenges in AHC that

affects clustering performance is how to select the closest cluster pair

for merging at every recursion. For this, generalized likelihood ratio

(GLR) has been widely adopted as an inter-cluster distance measure.

However, it tends to be affected by the size of the clusters consid-

ered, which could result in erroneous selection of the cluster pair to

be merged during AHC. To tackle this problem, we propose a novel

alternative to GLR in this paper, which is a combination of GLR and

information change rate (ICR) that we recently introduced for ad-

dressing the aforementioned tendency of GLR. Experiments on vari-

ous meeting speech data show that this combined measure improves

clustering performance on average by around 30% (relative).

Index Terms— Speaker clustering, agglomerative hierarchi-

cal clustering (AHC), generalized likelihood ratio (GLR), informa-

tion change rate (ICR)

1. INTRODUCTION

Speaker clustering is the process of automatically classifying

speaker-specific speech segments by speaker identity, espe-

cially in an unsupervised manner. This process is essential for

speaker diarization [1] or unsupervised speaker adaptation.

The most popular strategy for speaker clustering has been ag-

glomerative hierarchical clustering (AHC) [2] because AHC

provides an acceptable level of performance despite its simple

processing structure. The details of how this strategy works

are shown in Algorithm 1 (inset, next page). In other words,

using given speech segments as initial clusters, AHC recur-

sively merges the closest pair of clusters. Its recursive process

is stopped when it is decided that extra cluster merging does

not improve clustering performance any more.

In order for AHC to achieve reliable performance, two

critical questions need to be answered: 1) how to select the

closest pair of clusters for merging at every recursion of AHC

and 2) how to decide the optimal (recursion) stopping point.

For a certain set of speech segments, the first question relates

to the minimum possible error rate that would be obtained

during AHC, while the second one relates to the specific error

rate finally obtained by AHC. Of these two questions we fo-

cus on the first one in this paper, because getting the minimum

possible error rate lowered as much as possible is a desirable

prior condition for properly tackling the second one; conse-

quently, AHC can provide low overall clustering performance

eventually.

To address this question of selecting the closest pair of

clusters for merging at every recursion of AHC, generalized

likelihood ratio (GLR) has been widely adopted as a state-

of-the-art distance measure between clusters [3]. However,

as mentioned in [4]-[5], GLR has the intrinsic drawback that

it tends to be affected by the size of clusters under consid-

eration, which is undesirable in that GLR-based inter-cluster

distance measurement is controlled by a factor beyond just the

statistical difference between the clusters considered. Thus,

this tendency of GLR might result in incorrect selection of

the closest pair of clusters for merging during AHC. Such er-

roneous selection of clusters obviously makes the minimum

possible error rate higher, and could also cause incorrect esti-

mation of the optimal stopping point; as a result, overall clus-

tering performance degradation.

Recently we introduced information change rate (ICR) as

a measure for deciding whether the clusters considered are

homogeneous in terms of speaker identity [4]. Through ex-

periments on various meeting speech data, this measure was

demonstrated to have less dependency on the size of clusters

under consideration than GLR, and was applied as a stop-

ping criterion to AHC. A notable thing about ICR is that the

measure works only if it handles large size clusters to repre-

sent speaker characteristics completely. This is because ICR

measures how much information would be changed (or in-

creased) by merging a certain pair of clusters; if two homoge-

neous clusters do not have sufficient information for capturing

speaker identity, then their ICR score would be quite large and

exceed a pre-determined threshold, meaning that they would

be regarded as heterogeneous (in terms of ICR) despite their

inherent homogeneity. For this reason, ICR was not further

considered as an inter-cluster distance measure beyond as a
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Table 1. Data sources (from ICSI Meeting Speech). Ns: total number of speakers (male:female), Ts: total speaking time, Nt:

total number of speaking turn changes, and Ta: average speaking time per turn.

Data Source (DS)

DS-1 DS-2 DS-3 DS-4 DS-5 DS-6 DS-7

Ns 7 (5:2) 7 (5:2) 5 (3:2) 6 (5:1) 5 (5:0) 4 (4:0) 9 (7:2)

Ts 1064.9 sec 931.3 sec 674.5 sec 1664.9 sec 1609.1 sec 1475.9 sec 659.7 sec

Nt 417 278 175 531 590 477 158

Ta 2.5 sec 3.3 sec 3.8 sec 3.1 sec 2.7 sec 3.1 sec 4.1 sec

Algorithm 1 Agglomerative Hierarchical Clustering (AHC)

Require: {xi}, i = 1, ..., n̂: speech segments

Ĉi, i = 1, ..., n̂: initial clusters

Ensure: Ci, i = 1, ..., n: finally remaining clusters

1: Ĉi ← {xi}, i = 1, ..., n̂
2: do
3: i, j ← arg min d(Ĉk, Ĉl), k, l = 1, ..., n̂, k �= l
4: merge Ĉi and Ĉj

5: n̂ ← n̂ − 1
6: until no more extra cluster merging is needed

7: return Ci, i = 1, ..., n

stopping criterion.

However, ICR could be utilized as a complement inter-

cluster distance measure to GLR in the sense that it could

possibly compensate for the aforementioned undesirable ten-

dency of GLR if we are able to manipulate it to handle large

clusters only. With this motivation, we propose a novel method

for inter-cluster distance measurement in this paper, which

combines GLR and ICR so as to provide complementary per-

formance improvement. For this purpose, the paper is orga-

nized as follows. In Section 2, the data sources and the setup

used for experiments in the paper are described. In Section

3, we introduce and explain a new inter-cluster distance mea-

surement method using GLR and ICR. Performance compar-

isons between AHC with GLR only and AHC with the pro-

posed method are illustrated as well. In Section 4, we con-

clude the paper with remarks on future work.

2. DATA SOURCES AND EXPERIMENTAL SETUP

Table 1 presents the data sources used for the experiments

reported in this paper. These data sources represent 7 differ-

ent meeting conversation excerpts with a total length of ap-

proximately 2 hours and 45 minutes, and chosen from ICSI

Meeting Speech (LDC2004S02). They are distinct from one

another in terms of total number of speakers (Ns), gender dis-

tribution over speakers, total speaking time (Ts), total number

of speaking turn changes (Nt), and average speaking time per

turn (Ta).

For preparing input speech segments to AHC, we man-

ually segmented the data sources at every point of speaking

turn changes according to the respective reference transcrip-

Algorithm 2 AHC with a proposed method

Require: {xi}, i = 1, ..., n̂: speech segments

Ĉi, i = 1, ..., n̂: initial clusters

Ensure: Ci, i = 1, ..., n: finally remaining clusters

1: Ĉi ← {xi}, i = 1, ..., n̂
2: do
3: if all {Ĉi}n̂

i=1 contain data of more than 10 sec.

4: i, j ← arg min[wk,l
GLR · RGLR(Ĉk, Ĉl)+

wk,l
ICR · RICR(Ĉk, Ĉl)],

RGLR, RICR : inter-cluster distance rankings

(in the ascending order),

wk,l
GLR, wk,l

ICR: weighting factors,

k = 1, ..., n̂, and l = k + 1, ..., n̂
5: else
6: i, j ← arg min GLR(Ĉk, Ĉl),

k = 1, ..., n̂, and l = k + 1, ..., n̂
7: merge Ĉi and Ĉj

8: n̂ ← n̂ − 1
9: until no more extra cluster merging is needed

10: return Ci, i = 1, ..., n

tions beforehand. In order to avoid any potential confusion in

performance analysis that might result from overlaps between

segments, we excluded all the segments involved in any over-

lap during data preparation.

AHC performance is evaluated by speaker error time rate

in this paper, which has been officially used as a measure

for speaker clustering within the framework of speaker di-

arization in the Rich Transcription Evaluation by the National

Institute of Standards and Technology (NIST). For this, we

use the scoring tool, i.e., md-eval-v21.pl, distributed by NIST

[http://www.nist.gov/speech/tests/rt/2006-spring].

Mel-frequency cepstral coefficients (MFCCs) are used as

acoustic features in the paper. Through 23 mel-scaled filter

banks, a 12-dimensional MFCC vector is generated for every

20ms-long frame of speech. Every frame is shifted with a

fixed rate of 10ms so that there can be an overlap between

two adjacent frames.

3. COMBINATION OF GLR AND ICR

Algorithm 2 explains our proposed method for inter-cluster

distance measurement within the framework of AHC. This
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Fig. 1. Comparison of AHC with GLR only and AHC with

the proposed method (GLR+ICR) in terms of the minimum

possible speaker error time rates for various data sources.

method for selecting the closest pair of clusters basically de-

pends upon GLR at every recursion of AHC, but addition-

ally considers ICR when all remaining clusters contain data

samples of more than 10 seconds1. The proposed method is

motivated by the followings:

1. As AHC proceeds to the end, erroneous selection of

clusters for merging becomes much more detrimental

to the minimum possible speaker error time rate than

that at earlier recursions. This is because average clus-

ter size increases as merging recursions in AHC con-

tinue, and thus incorrect merging of such large size

clusters would raise the error rate much more than that

of small size clusters. Therefore, inter-cluster distance

measurement needs to be more accurate at the later re-

cursions of AHC.

2. ICR is hypothesized to be complementary to GLR at

the later recursions of AHC, specifically when all re-

maining clusters contain data samples of more than 10

seconds. This is based on the assumption that 10-second-

long data samples are large enough for reliable ICR,

i.e., do not need more information to represent speaker

characteristics.

To consider both GLR and ICR at the later recursions of AHC,

the proposed method utilizes the weighted sum of rankings in

terms of GLR and ICR as a means of information fusion. The

specific reason why such a high level fusion strategy is used in

this case is because GLR is empirically shown to have wider

1In this paper, we conservatively assume that 10-second-long data sam-

ples include sufficient information for capturing speaker characteristics,

based on [6] where it was reported that almost perfect speaker identification

accuracies were obtained with 10-second-long testing speech.
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Fig. 2. Final 10 merging recursions in AHC for DS-4.

variance than ICR for given cluster pairs, and thus low level

fusion strategies like score normalization could cause GLR

to be extremely dominant over ICR in decision of clusters

for merging. The weighting factors wk,l
GLR and wk,l

ICR of the

proposed method for measuring distance between a pair of

clusters Ĉk and Ĉl are dynamically determined as follows:

wk,l
GLR = f

{
GLR(Ĉk, Ĉl) − μGLR

σGLR

}

wk,l
ICR = f

{
ICR(Ĉk, Ĉl) − μICR

σICR

}

where μ and σ are mean and standard deviation for the en-

tire pairs of (remaining) clusters in terms of GLR or ICR, and

f (·) is a cumulative density function for normal distribution

with zero mean and unit variance. With these weighting fac-

tors, the proposed method chooses a pair of clusters having

the smallest weighted sum of rankings of GLR and ICR as

the one for merging.

Fig. 1 illustrates comparison of AHC with GLR only and

AHC with the proposed method in terms of the minimum pos-

sible speaker error time rate. This figure shows us how much

error rate (achievable) could be further lowered by the pro-

posed method. We can clearly observe from the figure that the

proposed method helps AHC achieve better clustering perfor-

mance for every data source, except for DS-6 where no signif-

icant gain was obtained. Note that improvement for DS-2, 5,

and 7 is relatively large, which leads to overall performance

improvement due to the proposed method by 29.94% (rela-

tive).

The additional advantage offered by the proposed method

is explicitly illustrated in Fig. 2, which shows the final 10

merging recursions for DS-4 as a clear example comparing

AHC with GLR only and AHC with the proposed method.
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Fig. 3. Comparison of AHC with GLR only and AHC with

the proposed method when a recursion stopping method for

AHC is applied.

From this figure, we see that AHC with the proposed method

makes lower speaker error time rates across merging recur-

sions than AHC with GLR only, which means that there could

be more chances to obtain a low error rate even though the

optimal stopping point was not estimated exactly. Fig. 3

presents this advantage more clearly. This figure compares

AHC with GLR only and AHC with the proposed method

when a recursion stopping method for AHC is applied. The

stopping method used here is what we proposed in [4], which

was verified to be superior to a conventional BIC-based one

[7] in terms of robustness to data source variation. From the

figure, we can see that even in cases of incorrect estimation

of the optimal stopping points (e.g., for DS-2, 3, and 4) AHC

with the proposed method provides better performance than

its counterpart. In other words, error rate increase due to mis-

match between the stopping point estimated and the optimal

one in AHC with the proposed method for DS-2, 3, and 4 are

smaller than those in AHC with GLR only.

4. CONCLUSIONS

In this paper, we addressed the drawback of GLR as an inter-

cluster distance measure within the framework of AHC. The

tendency that GLR is affected by the size of clusters under

consideration could influence effectiveness in distance mea-

surement, which in turn might lead to degradation in AHC

performance. To tackle this problem, we proposed a new dis-

tance measure combining GLR and ICR. The latter compen-

sates for the undesirable tendency of the former and thus plays

a critical role as a complementary criterion.

One potential future work would be to analytically iden-

tify the lower bound for cluster size that guarantees ICR to

be reliable as a statistical distance measure between clusters.

In this paper, we tried to avoid the possibility that ICR would

not work properly, by applying ICR only when all remaining

clusters contain data samples of more than 10 seconds un-

der the empirically established assumption that such clusters

are large enough for reliable ICR. This assumption worked

for the data sources used for the experiments presented in the

paper, but might be violated for other data sources where re-

maining clusters at the later recursions of AHC would be still

too small to reveal the respective speaker characteristics com-

pletely. Clear identification of the bound mentioned could

give us more flexibility to generalize our proposed method

across different data domains.

Another future work might be about how to optimally fuse

two different statistical information on the same object. In this

paper, we used the weighted sum of rankings in terms of GLR

and ICR for that purpose, but it is not theoretically proven to

be optimal to the task considered in this paper. Establishing

more systematic frameworks for selection of information fu-

sion methods could be one of directions.

A final remark is that the method introduced in this paper

can be used within clustering frameworks (other than AHC)

wherever inter-cluster distance measurement is required, e.g.,

competitive learning or leader-follower clustering [2].
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