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ABSTRACT

We report results on speaker diarization of French broadcast news
and talk shows on current affairs. This speaker diarization process is
a multistage segmentation and clustering system. One of the stages is
agglomerative clustering using state-of-the-art speaker identification
methods (SID). For the GMMs used in this stage, we tried many dif-
ferent feature parameters, including MFCCs, Gaussianized MFCCs,
Gaussianized MFCCs with cepstral mean subtraction, and Gaussian-
ized MFCCs with cepstral mean substraction containing only frames
with high energy. We found that this last set of feature parameters
gave the best results. Compared to Gaussianized MFCCs, these fea-
tures reduced the diarization error rate (DER) by 12% on a develop-
ment set and by 19% on a test set. We also combined clusters result-
ing from Gaussianized and non-Gaussianized feature sets. This clus-
ter combination resulted in another 4% reduction in DER for both
the development and the test sets. The best DER we have achieved
is 15.4% on the development set, and 14.5% on the test set.

Index Terms— speaker diarization, speaker segmentation and
clustering, BIC clustering, SID clustering.

1. INTRODUCTION

Speaker diarization is the task of automatically partitioning an input
audio stream into homogeneous segments and assigning these seg-
ments to sources. These sources generally include particular speak-
ers, music, or background noise. The speaker diarization task is rel-
ative to a given show or audio file and there is no prior knowledge of
the number of speakers involved. The speaker labels produced show
which audio segments were spoken by the same speaker, but do not
indicate the true identity of the speaker.

Speaker diarization has many applications. Some well-known
applications include tracking speakers through various recordings,
speaker-based indexing of data, speaker adaptation in speech recog-
nition, etc. This paper focuses on speaker diarization of French
broadcast news in Quebec. The speaker diarization is part of rich
transcription for an Assisted Indexation project. The Assisted Index-
ation project is part of the E-Inclusion network research program.
The goal of this research program is to create audio-video tools that
will allow multi-media content producers to improve the richness
of the multi-media experience for the blind, the deaf, the hard of
hearing, and the hard of seeing, by automating key aspects of the
multi-media production and post-production processes.

Recent work on speaker diarization for NIST Rich Transcription
has primarily focused on broadcast news. Tranter and Reynolds [1]
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give a good overview of speaker diarization for broadcast news. Bar-
ras et al. [2] got good results on the French ESTER radio broadcast
news evaluation data. This data consists of various radio broadcast
news shows in France from 10 minutes to 1 hour in length. Here, we
are working with French TV broadcasts on news, weather, finance,
and talk shows on current affairs in Quebec. These shows vary from
45 minutes to 2 hours in length. The two-hour long talk shows on
current affairs contain many speakers and a lot of background music.

In speaker recognition, Gaussianized MFCCs (also known as
feature-warped MFCCs) [3] give lower error rates than MFCCs.
These Gaussianized MFCCs have been successfully used for speaker
diarization of broadcast news [2] [4]. Gaussianization normalizes
the mean and variance in a 3 sec window. For this reason, it elimi-
nates the need for cepstral mean subtraction before Gaussianization.
That is why MFCCs are Gaussianized without any cepstral mean
subtraction [2]. We have found that Gaussianization after real-time
cepstral mean subtraction significantly reduces the diarization error
rate (DER). This real-time cepstral mean is computed from a much
larger window as a weighted average of prior frames, with the frames
in the distant past getting an exponentially lower weight. The combi-
nation of this cepstral mean subtraction followed by Gaussianization
reduced the DER by 8% for the development set, and by 11% for the
test set.

We noticed that many errors were due to loud background mu-
sic. Many speakers in each show are split into two clusters: one
without music background and one with loud music background. To
minimize these errors, we removed low energy frames, and only re-
tained features from high energy frames. The rationale is that using
only the high energy segments will reduce the masking effect due to
music, and these segments are generally voiced, thus carrying more
speaker-specific information. Using only the high energy frames for
clustering reduced the DER by 5% for the development set and by
9% for the test set.

The paper is organized as follows: Sec. 2 gives the overview
of the system, Sec. 3 describes the data used for the French broad-
cast news, Sec. 4 discusses the effect of relevant modules and the
experiments carried out to optimize the modules. Sec. 5 gives the
conclusions.

2. SPEAKER DIARIZATION SYSTEMOVERVIEW

A flowchart of our speaker diarization system is shown in Fig. 1.
We first remove the silence, noise, and music segments from the
audio. Silence is removed by an energy-based voice activity de-
tector. The music and noise segments are removed with the help
of GMMs for noise, music, speech, music+speech. The remaining
speech and speech+music segments go through an acoustic change
point detection step (CPD) that uses a symmetric Kullback-Leibler
(KL2) metric, and a 13-dimensional feature vector (12 MFCCs +
energy) with diagonal covariance matrix [5]. This is followed by an
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Fig. 1. Multistage speaker diarization algorithm combining clusters
from Gaussianized and non-Gaussianized features.

iterative Viterbi re-segmentation stage that models each segment by
its mean and variance and finds the optimal boundaries between seg-
ments. The resulting segments are clustered using BIC agglomera-
tive clustering that uses a 13-dimensional feature vector (12 MFCCs
+ energy) with full covariance matrix [2]. In this step, the clus-
tering threshold is set so as to under-cluster the segments. The
Viterbi re-segmentation and BIC-clustering steps are iterated twice.
The next stage is gender determination, which labels each cluster
from the previous step as male or female. The next step is separate
male/female speaker identification-style (SID) clustering that uses
more complex models of the clusters for final clustering. For this
step, we tried many different feature parameters in order to mini-
mize the DER. This is followed by iterated Viterbi re-segmentation
using adapted GMMs for each cluster. The final step merges the
clusters from the Gaussianized and the non-Gaussianized features.

3. DATA SET FOR FRENCH BROADCAST NEWS

We recorded general news, weather news, news on finance, and talk
shows on current affairs from French TV stations in Quebec. The
development set consisted of six 45-minute news shows, one two-
hour show on finance, two one-hour weather reports from a weather
channel, and two two-hour talk shows on current news, for a total
of 13 hours in the development set. The number of speakers in the
audio files varied from 9 to 71, and the average number of speakers
per file was 30. The two talk shows on current affairs had 60 and
71 speakers. We will refer to this development set as DEV. For the
test set, we kept a similar mix for a total of 13 hours of audio from
11 shows. The number of speakers in the audio files varied from 5
to 63, and the average number was 30. For the test set also, the two

talk shows on current affairs had 58 and 63 speakers. We will refer
to this set as TEST.

Each audio file was segmented into speaker, music, noise, or
advertisement segments by a transcriber. The audio sections cor-
responding to advertisements were skipped during evaluation. The
audio portions with more than one person talking were marked as
don’t care (non-lexical) regions.

For training the GMMs used in the universal background models
(UBMs), we took a total of 2.5 hours of speech from 925 different
male segments (from several shows) to train GMMs for male speak-
ers, and 1.5 hours of speech from 570 different audio segments to
train GMMs for female speakers. The shows for the development
and test set were telecast chronologically later than those used for
training. Both the male and female GMMs contained 256 diagonal
Gaussians.

4. EXPERIMENTS AND RESULTS

We carried out many experiments to measure DER on both the DEV
and TEST data sets. The philosophy was to measure the effect on
overall performance of the system when we perturb the parameters
for one single module. In the text, we refer to the flowchart on the
left as the Gaussianized system, and the flowchart on the right as the
non-Gaussianized system.

4.1. Diarization Error Rate

The main metric of performance is the diarization error rate (DER)
as defined by NIST in the RT-04 Fall evaluation [6]. The DER is the
sum of three errors: missed speech (speech in the reference but not
in the hypothesis), false alarm speech (speech in the hypothesis but
not in the reference), and speaker match error (reference and hypoth-
esized speakers differ). We used the md-eval-v17.pl Perl script from
the NIST website to estimate this DER.

4.2. Gaussianized and non-Gaussianized Systems

Here, we outline in detail the features pertinent to this paper. As
outlined in Sec. 2, the CPD algorithm [5] looks for a maximum in
overlapping n second windows, and classifies this maximum as a
change point if the KL2 metric exceeds a distance threshold. This
scanning window length n is important, as it has a significant effect
on the overall DER.

The GMMs used in SID agglomerative clustering and in Viterbi
re-segmentation using GMMs are generated by adapting universal
background models (UBMs) with the corresponding cluster data.
For adaptation, we used variable-prior MAP adaptation (VP-MAP)
[4] since this adaptation gave us the best results.

In agglomerative BIC clustering, the overall DER is sensitive to
the λ used to compute the Bayesian Information Criterion (ΔBIC)
[2] [4]. The optimal value of λ chosen was 3.5 in order to under-
cluster the data. In SID agglomerative clustering, the DER was sen-
sitive to the threshold δ [2] used for stopping the clustering process
(optimal δ = 0.2 for Gaussianized system, 1.8 for MFCCs and 0.6 for
MFCCs after cepstral mean subtraction). With the optimized param-
eters for DEV, we got 16.2% DER for the best Gaussianized system,
and 19.8% DER for the best non-Gaussianized system.

4.3. Feature Parameters

The features used in SID agglomerative clustering have a significant
effect on the overall diarization error rate. We compared the overall
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DER for the following features:
1. MFCC: 12 MFCCs plus the normalized energy plus their first

differences (26 parameters every 10 msec).
2. GMFCC: Gaussianized MFCCs (26 parameters) using a mov-

ing window of 3 seconds. The entire audio file is Gaussianized.
3. GMFCC seg: Gaussianized MFCCs per segment (after BIC

clustering stage) using a moving window of 3 seconds. Frames be-
yond the segment boundaries are not used for Gaussianization.

4. EQMFCC: MFCCs after real-time cepstral mean subtraction
[7]. In real-time cepstral mean subtraction, we take μ0 as the ini-
tial estimate of the cepstral mean vector, and update it as successive
frames become available. This leads to the following cepstral mean
subtraction procedure which we implemented with α = 0.005:

μt = (1 − α)μt−1 + αYt

Xt = Yt − μt (1)

Here, Yt represents the cepstral feature vector at time t and Xt the
cepstral feature vector after subtracting the cepstral mean μt. Ex-
plicitly,

μt = (1 − α)t
μ0 + α

tX

τ=1

(1 − α)t−τ
Yτ (2)

so that cepstral mean μt is a weighted average of the initial estimate
μ0 and the observations up to time t, with the contribution of μ0

decaying exponentially over time.
5. GEQMFCC: Gaussianization of EQMFCC using a moving 3

second window. The entire audio file is Gaussianized.
6. GEQMFCC HE: Gaussianization of EQMFCC frames with

high energy only. An energy-based voice activity detector is used
with a noise floor of -35 dB instead of -60 dB. Only the frames clas-
sified as speech by this voice activity detector are then used for Gaus-
sianization using a 3-sec moving window. This process removed
19% of the speech frames in the DEV set, and 21% of the speech
frames in the TEST set. (Note that Gaussianization after throwing
away low energy frames is important. Throwing away frames after
Gaussianization does not reduce the DER.) Since we are throwing
away frames, we need to elaborate how the clustering is done and
how we measure the DER. The male/female classification module
before SID clustering uses for comparison all the frames in each seg-
ment. However, only the high energy frames for each segment take
part in agglomerative SID clustering. After clustering, the resulting
cluster segments are mapped back to the original segments (contain-
ing all the frames) for estimating the DER. It can happen that some
segments do not have any high energy frames. These segments do
not take part in the SID agglomerative clustering. However, they are
associated with the same cluster as before SID clustering. If it hap-
pens that the entire cluster did not take part in SID clustering, then
this cluster is given a separate speaker name. The module following
SID clustering is Viterbi re-segmentation using GMMs. In this step,
we use GEQMFCC features for realignment. The GEQMFCC HE
features are only used during SID clustering.

The diarization error rate for the DEV and TEST sets corre-
sponding to the various feature parameters is shown in Table 1. For
the TEST set, we used the same values of λ and δ as those used
for the DEV set. This Table shows the error rates for scanning win-
dow lengths of 1.3 and 1.7 secs. The LIMSI paper [2] and the Cam-
bridge paper [4] use the Gaussianized features per segment (GMFCC
seg). We got slightly better results when we Gaussianize the entire
file (GMFCC). Compared to GMFCC, the Gaussianized cepstra af-
ter real-time mean subtraction (GEQMFCC) reduce the DER by 8%
for the DEV set and by 11% for the TEST set.

Table 1. DER for DEV and TEST sets using various feature param-
eters for scanning window lengths (SCW) of 1.3 and 1.7 secs. Note
that the DER includes 0.3% missed speaker time and 1.9% false
alarm speaker time for DEV set. For the TEST, the DER includes
1.0% missed speaker time and 1.7% false alarm speaker time.

Feature DEV set DEV set TEST set TEST set
SCW 1.3s SCW 1.7s SCW 1.3s SCW 1.7s

MFCC 23.7 24.2 24.8 29.2
GMFCC 18.7 18.5 18.6 19.7

GMFCC seg 19.4
EQMFCC 20.5 19.8 18.0 17.8
GEQMFCC 17.7 17.1 16.6 17.4

GEQMFCC HE 17.2 16.2 15.1 15.8

The GEQMFCC HE parameters reduce the DER by 5% for the
DEV set and by 9% for the TEST set compared to the GEQMFCC
features. The reason for this is the significant amount of background
music in all the shows. Many speakers in each show are split into
two clusters: one without music background and one with loud mu-
sic background. Gaussianizing only the loud portions for clustering
reduces such errors. The real-time cepstral mean subtraction also
reduces such errors.

4.4. Viterbi Re-segmentation using GMMs

For telephone conversations, we showed in [8] that Viterbi re-
segmentation following SID clustering reduces the DER by 10%.
We experimented with a similar module for broadcast news diariza-
tion. We used the adapted GMMs for each cluster to perform Viterbi
re-segmentation again. We carried out iterative re-segmentation until
convergence or for a maximum of 6 iterations. After each iteration,
we re-computed the adapted GMMs using the new segment bound-
aries. The number of segments and their association to clusters was
not changed. We also imposed a 1 second minimum duration for
segment boundaries between any two consecutive segments. For the
GMMs, we used Gaussianized EQMFCC (GEQMFCC) parameters.
(We could not use the GEQMFCC HE parameters as they are com-
puted for only high energy frames). For the DEV set, this module
reduced the DER from 17.1% to 16.2% (5% reduction in DER). For
the TEST set, this module reduced the DER from 16.9% to 15.1%
(11% reduction in DER).

4.5. Merging Clusters from Gaussianized and non-
Gaussianized Systems

For telephone conversations [9] we showed that by combining the
clusters from the Gaussianized and non-Gaussianized systems, we
could reduce the DER by 10% to 20%. We tried similar combina-
tion for broadcast news. The overriding principle in combining clus-
ters from the two diarization systems is to keep the clusters com-
mon to both systems, since we have more confidence in the cor-
rect assignment of these common clusters. We generate VP-MAP
adapted GMMs for these clusters. These GMMs are then used to
re-classify the remaining segments. The remaining segments are the
segments not common to the two systems. The cluster combina-
tion algorithm is explained in detail in [9]. A simple example of
cluster merging is shown in Fig. 2. There are a few differences be-
tween cluster combination for telephone speech and that for broad-
cast news. For broadcast news, silence and music segments have
been removed, so the clusters contain only speech segments. For
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Fig. 2. Example showing combination of clusters from Gaussian-
ized and non-Gaussianized (EQMFCC) systems. Segments marked
X in the combined cluster are reclassified using adapted GMMs for
clusters S1 and S2.

telephone conversations, we had merged clusters using the features
MFCCs and Gaussianized MFCCs (GMFCC). For broadcast news,
we get lower DER for GEQMFCC HE. Therefore, we tried cluster
combination with GEQMFCC HE (Gaussianized features) and the
EQMFCC (non-Gaussianized features). For rescoring, we used the
GEQMFCC HE features. Since we can use GEQMFCC HE features
only for the high energy regions, segments without any frames in
high energy region were scored using GEQMFCC features (and the
corresponding adapted GMMs).

Table 2 shows the results for various scanning window length
combinations for the DEV set, and Table 3 shows the results for the
TEST set. The reason for using different scanning window lengths
for the Gaussianized and non-Gaussianized features is that we found
that this strategy worked well for the telephone conversations [9].
From the Tables, we can see that the combined system gives DER
roughly 4% lower than the DER for the best single Gaussianized
system. For the DEV set, the DER goes down from 16.2% to 15.5%.
For the TEST set, the DER goes down from 15.1% to 14.5%. For
both the DEV and TEST sets, scanning window length of 1.3 secs
for the Gaussianized system and 1.7 secs for the non-Gaussianized
system gave the best results. The speaker match error reduced by
6% for both the DEV and TEST sets (2.2% of the errors in the DEV
set and 2.8% of the errors in the TEST set are due to missed speech
+ false alarm speech).

For telephone conversations, we were able to reduce the DER by
10 to 20 percent by this cluster combination. However, for French
broadcast news, the reduction in DER is only 4%. The reason may
be the background music in broadcast news. Significant portions of
the errors seem to be due to the loud background music. It results in
a speaker split in two: one with background music, and one without
background music. These errors cannot be corrected by cluster com-
bination using two different features. Only soft errors due to random
noise, etc., seem to be corrected by cluster merging using two differ-
ent features. For this reason, the DER reduction by cluster merging
is much higher for telephone conversations than for broadcast news.

Table 2. Scanning window lengths (SWL) versus DER for GEQM-
FCC HE (G), EQMFCC (NG), and combined systems for DEV set.

SWL G SWL NG DER G DER NG DER combined
1.7 1.3 16.2% 20.5% 15.8%
1.3 1.7 17.2% 19.8% 15.5%

5. CONCLUSIONS

We have applied state-of-the-art speaker diarization algorithms on
French broadcast news and talk shows on current affairs. These al-

Table 3. Scanning window lengths (SWL) versus DER for GEQM-
FCC HE (G), EQMFCC (NG), and combined systems for TEST set.

SWL G SWL NG DER G DER NG DER combined
1.7 1.3 15.8% 18.0% 15.4%
1.3 1.7 15.1% 17.8% 14.5%

gorithms are similar to the multistage segmentation and clustering
systems [2] [4] used successfully in broadcast news. We added a
Viterbi re-segmentation stage using GMMs that reduced the DER by
5% for DEV set and 11% for TEST set. We show that the choice
of feature parameters has a significant impact on DER. Switching
from Gaussianized MFCCs to Gaussianized MFCCs that have gone
through real-time cepstral mean subtraction reduces the DER by 8%
for the DEV set and by 11% for the TEST set. Using only the frames
with high energy results in another 5% reduction in DER for the
DEV set, and by 9% for the TEST set. Combining the clustering
results from two independent speaker diarization systems: one us-
ing Gaussianized feature parameters (GEQMFCC HE) and the other
using non-Gaussianized feature parameters (EQMFCC), results in
another reduction of 4% in DER for both the DEV and TEST sets.
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