
TARGET TALKER ENHANCEMENT IN HEARING DEVICES

Steven M. Schimmel1,2

Laboratory for Experimental Audiology
University of Zurich

CH-8091 Zurich, Switzerland

Les E. Atlas2

Department of Electrical Engineering
University of Washington
Seattle, WA 98195, USA

ABSTRACT

We describe a novel coherent modulation filtering technique for sin-
gle channel target talker enhancement in the presence of interfering
talkers. For this technique, we have expanded our previous work on
coherent modulation filtering with a carrier estimator that is more
robust to speech from interfering talkers, and a modulation filter that
operates on shorter time-scales. We have evaluated the technique
in a subjective listening test, which indicates that the novel target
talker enhancement technique achieves a moderate improvement in
speech reception. We summarize our observations on single channel
target talker enhancement and conclude with directions for further
research.

Index Terms— Modulation filtering, speech enhancement,
carrier estimation, acoustic resonator filters, hearing aids

1. INTRODUCTION

Most cochlear implant users and users of hearing aids have great dif-
ficulty to focus on a target talker in the presence of interfering talk-
ers, a condition that typically occurs in bars, restaurants and other
social settings. Modern hearing instruments address this “cocktail
party” problem in several ways [1]. They use directional micro-
phones or microphone arrays to enhance speech from the front, thus
reducing interference from speakers from other directions, and adap-
tive (single channel) noise suppression techniques to reduce back-
ground noise. Despite the fact that these methods improve the SNR
and can reduce the listening stress, they have yet to prove that they
enhance speech intelligibility [1].

In this paper, we study the use of coherent modulation filtering
to enhance a target talker in the presence of one or more interfering
talkers. This choice is motivated by psychoacoustic studies such as
[2] that support the belief that the auditory system analyzes and per-
haps even segregates sounds in the modulation frequency domain.
Moreover, our own earlier work on modulation filtering for talker
separation and musical instrument separation showed promising re-
sults for this approach [3, 4]. Finally, a modulation filtering approach
to target talker enhancement is complementary to other approaches
such as directional microphones.

Coherent modulation filtering is a class of non-linear signal pro-
cessing techniques that can be described by the framework depicted
in Fig. 1. A broadband signal x(n) is separated into complex-valued
subbands xk(n). A carrier estimator, denoted Dc, decomposes each
subband into a complex-valued low-frequency modulator mk(n) and
a complex-valued narrowband carrier ck(n), such that xk(n) =
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mk(n)ck(n) and |ck(n)| = 1. The modulator is filtered by the
filter gk(n) and recombined with the (unmodified) carrier. A broad-
band modulation-filtered signal x̃(n) is reconstructed by summing
the modified subbands x̃k(n). Coherent modulation filtering tech-
niques, and their merit over other modulation filtering techniques,
are discussed in detail in [3, 5, 6].

To successfully apply coherent modulation filtering to the prob-
lem of target talker enhancement required us to make several mod-
ifications to the conventional implementation of coherent modula-
tion filters. For example, previously defined carrier estimators for
coherent modulation filtering (e.g., [3, 5]) are designed to estimate
the subband carriers of speech from a single talker in quiet. In the
presence of an interfering talker, however, their subband carrier es-
timates are biased by the interfering talker’s carriers. Therefore, the
carrier estimator had to be redesigned to be more robust to inter-
fering speech. Furthermore, most existing coherent modulation fil-
tering systems operate on time-scales in the order of 50–250 ms.
However, in order to manipulate a target talker independently of in-
terfering talkers, we found that the modulation filter needed to oper-
ate on much smaller time-scales of approximately 5–25 ms. Smaller
time-scales are also essential for a low-latency implementation of
the processing algorithm such that it is suitable for hearing devices.

Details of the redesigned components of the coherent modula-
tion filtering technique for target talker enhancement are given in
section 2. The subjective listening test used to evaluate the technique
is described in section 3, and the test results are given in section 4.
Conclusions and a discussion are presented in section 5.

2. METHOD

The novel carrier estimator is based on a target fundamental fre-
quency estimator that detects and estimates the target talker’s fun-
damental frequency as a function of time even in the presence of one
or more interfering talkers. The novel modulation filter is imple-
mented as a bank of resonator filters to increase its precision in time.
A mixing stage has also been added as a postprocessing step to the
modulation filter, in order to minimize artifacts and distortion in the
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Fig. 1: Coherent modulation filtering framework.
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output. Each of these components is described in more detail in the
following sections.

2.1. Target fundamental frequency estimator

The target fundamental frequency estimator detects harmonic struc-
tures in the input signal over the fundamental frequency range of the
target talker, ω = [ωl, ωh], which is assumed to be known a pri-
ori. The estimator is based on a modified version of the harmonic
product spectrum (HPS) method by Schroeder [7]. It computes the
discrete short-time Fourier transform X(n, ω) of the input signal
x(n),

X(n, ω) =
∑
m

x(m)w(n − m)e−jωm, (1)

and sums the log-magnitude-squared of X(n, ω) over the first P har-
monic multiples of the target talker’s fundamental frequency range,

D(n, ω) =
P∑

p=1

log |X(n, pω)|2, ωl ≤ ω ≤ ωh. (2)

The HPS frame Dn(ω) = D(n, ω) represents the total amount of
energy that is present in the first P harmonics of the frequency ω
at time n. Signal components that are harmonically related add up
constructively and create a maximum in Dn(ω).

The HPS exhibits several desirable features for carrier estima-
tion. First, it avoids octave errors in the fundamental frequency esti-
mate, because typically ωh < 2ωl. Furthermore, the HPS is robust
to noise because it uses all of a speech signal’s strongest harmonics
to estimate its fundamental frequency. Finally, it allows a simple and
efficient implementation, for example via quadratic interpolation of
frequency samples [8, 9].

Based on the HPS, a target voicing activity detector v(n) is re-
cursively defined by

v(n) =

⎧⎨
⎩

1, if v(n − 1) = 0, p(n) > p1, q(n) > q1

0, if v(n − 1) = 1, p(n) < p0, q(n) < q0

v(n − 1), otherwise,
(3)

where p(n) and q(n) are two empirical measures that express the
“peakedness” of the maximum of Dn(ω) with respect to the (other)
local maxima of Dn(ω) and to the entire frame Dn(ω), respectively.
They are computed according to

p(n) =
max[Dn(ω)] − μl(n)

σl(n)
, (4)

q(n) =
max[Dn(ω)] − μ(n)

σ(n)
, (5)

where μl(n) and σ2
l (n) are the mean and variance of the local max-

ima of the frame Dn(ω), not including the global maximum itself,
and μ(n) and σ2(n) are the mean and variance of the entire frame
Dn(ω). The parameters p0, p1, q0, and q1 in equation (3) are empiri-
cally determined minimum and maximum thresholds on the peaked-
ness of HPS frames.

Given the target voicing activity detector, the target fundamental
frequency f(n) is defined by

f(n) =

{
argmaxω Dn(ω), v(n) = 1

0, v(n) = 0
, (6)

where f(n) = 0 indicates that the target voice was not detected and

Fig. 2: Components of the target fundamental frequency estimator.

From top to bottom: Harmonic product spectrum D(n, ω); peaked-

ness measures p(n) and q(n), with minimum and maximum thresh-

old shown in red and green; target voicing activity detection v(n),

shown before (gray) and after (blue) suppressing short bursts; funda-

mental frequency estimate f(n), shown as argmaxω Dn(ω) (gray)

and final estimate (blue).

no fundamental frequency estimate could be made. The subband
carrier estimates necessary for modulation filtering are defined in
turn by fk(n) = kf(n) for k = 1, . . . , K.

The target fundamental frequency estimator employs a few sub-
tle heuristics, e.g. suppressing short bursts in voicing activity for the
continuity and smoothness of the fundamental frequency estimate.
Details of these heuristics are omitted here due to space constraints,
but are given in [6]. The operation of the fundamental frequency
estimator is illustrated by an example of its components in Fig. 2.

2.2. Modulation filter

The modulation filter of our approach to target talker enhancement
is implemented as a bank of time-varying second order IIR resonator
filters. Each resonator filter can be interpreted as a lowpass modula-
tion filter in a time-varying subband, where each subband is centered
on a harmonic of the speech signal.

The idea of time-varying resonator filters is similar to the dy-
namic tracking filter originally proposed in [10] for satellite com-
munication systems, which was later redefined and extended in [11]
for speech signals. However, our implementation of the bank of res-
onator filters differs from such dynamic tracking filters in an im-
portant way: we separate the tracking of a harmonic from filtering
it. This allows us to use the target fundamental frequency estima-
tor described in section 2.1, which achieves greater noise robustness
by exploiting the harmonic structure of voiced speech to track the
fundamental frequency, rather than tracking each harmonic indepen-
dently.

The k-th resonator in the bank of filters is defined by the time-
varying difference equation

yk(n) = 2γk cos(fk(n))yk(n − 1) − (2γk − 1)yk(n − 2)

+ (1 − γk)[x(n) − x(n − 2)]. (7)

The gain term, γk = 1
1+βk

, ensures that the filter has unit response at

the resonance frequency. It is defined in terms of the bandwidth fac-
tor, βk = 1

3

√
3 tan(Bk/2), which depends on the resonator band-
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width Bk. Given the output of each resonator filter, as defined by (7),
the output of the multiresonator filterbank is defined as the sum of
the individual resonators, y(n) =

∑K
k=1 yk(n). The number of

resonators in the filterbank is determined by the lower limit, ωl, of
the target talker’s fundamental frequency range, and by the cutoff
frequency, ωlp , of the lowpass filter used in the mixing stage. The
number K should be large enough such that Kωl > ωlp .

Note that the time-varying multiresonator filterbank described
here differs from adaptive comb filters (e.g., [12–14]) in two impor-
tant aspects. First, the resonance frequencies of the resonator filters
can take on any value, and can therefore smoothly track speech har-
monics, whereas the comb filter frequencies can only be integer sub-
harmonics of the sampling frequency. Second, unlike the constant
bandwidth of the comb filter’s “combs”, the bandwidths of the res-
onator filters are independent of each other and proportional to their
resonance frequency, to accommodate the (typically) greater band-
width of higher harmonics of speech.

2.3. Mixing

In the mixing stage, the target voicing activity detection, v(n), is
combined with the output of the modulation filter, y(n), and mixed
with the original signal, x(n), as follows. Both the original signal
and the output are filtered with a lowpass filter, hlp(n), resulting in
the low-frequency signals

xlp(n) = x(n) ∗ hlp(n) (8)

ylp(n) = y(n) ∗ hlp(n), (9)

and their high-frequency counterparts

xhp(n) = x(n) − xlp(n) (10)

yhp(n) = y(n) − ylp(n), (11)

where we have assumed for convenience that hlp(n) has zero phase.
The lowpass filter’s cutoff frequency ωlp is chosen such that the filter
suppresses the higher harmonics of the target’s speech signal. A
typically value for ωlp is in the range of 1500–2000 Hz.

The voicing activity signal v(n) is then used to modulate the
lowpass and highpass filtered input and filterbank signals, as follows:

x̃(n) = v(n)

[
β1ylp(n) +

xhp(n)

β2

]
+ [1 − v(n)]

x(n)

β3
. (12)

The mixing constant β1 > 1 amplifies the low-pass filtered output
of the multiresonator filterbank when voiced speech from the target
talker is detected. This enhances the harmonic structure of voiced
speech from the target talker in low frequencies, while avoiding
the “metallic” artifacts commonly associated with an overly forced
harmonic structure in high frequencies. The second term of equa-
tion (12) controls the amount of high frequencies that are passed
from the input x(n) to the output x̃(n) at times when voiced speech
from the target talker is detected. At those times, the signal com-
ponent xhp(n) contains the higher harmonics of the target talker’s
speech, and potentially contains high frequencies from the interfer-
ing talkers. The mixing constant β2 > 1 that attenuates this com-
ponent is a compromise between attenuating the interfering talker to
an acceptable level, while maintaining enough of the target talker’s
higher harmonics. By passing the higher harmonics of the target
talker unfiltered, we have found that much of the naturalness of the
target’s voiced speech is preserved. The mixing constant β3 > 1
attenuates the input signal when no voiced speech from the target
talker is detected. It is important for the intelligibility of the target

Table 1: Parameter values of the novel coherent modulation filtering

algorithm as used in the subjective listening test.

description parameter value

target f0 range ω = [ωl, ωh] [212, 250] Hz

number of harmonics P 14

peakedness thresholds {p0, p1, q0, q1} {2, 5, 2.5, 5}
number of resonators K 14

resonator bandwidths Bk
1
2
(3k + 23) Hz

lowpass cutoff ωlp 2000 Hz

mixing constants {β1, β2, β3} {2, 2, 2}

talker to pass this component at a moderate level, because it con-
tains the unvoiced parts of the target’s speech signal. It also helps to
maintain the overall quality of the signal to pass this component to
the output in attenuated form. In informal listening, we found that
mixing the input and output signals as described above contributed
significantly to speech intelligibility, and produced artifact free and
natural sounding signals.

3. EXPERIMENT

We evaluated the performance of the novel modulation filtering ap-
proach to target talker enhancement using a subjective listening test.
The objective of the listening test was to measure the speech recep-
tion threshold (SRT) of a target talker in two-talker babble under
various processing conditions. We performed the listening test on
three bilateral hearing loss patients over a hearing aid, and on six
normal hearing subjects over a cochlear implant simulation as de-
scribed in [15]. This last subject group was included as a substitute
for cochlear implant users, who we could not recruit in time for this
test.

The test stimuli were similar to those in [16]. Each of twelve
spondee (two-syllable) words, spoken by the target female talker,
was mixed with a two-talker babble noise signal that consisted of
two sentences spoken by a male and a female talker different from
the target talker. Spondee and babble were mixed at signal-to-noise
ratios (SNR) ranging from -50 dB to +20 dB in steps of 2 dB. The
RMS amplitude of the spondee was kept constant in all mixtures,
and the RMS amplitude of the babble was scaled to the desired SNR.
The stimuli were presented in three processing conditions: (1) origi-
nal stimuli (“unprocessed”); (2) target talker enhancement using the
novel coherent modulation filter (“coherent”); and (3) same as 2,
but with target talker detection and estimation done on the spondee
alone, i.e., without interfering talkers (“coherent in quiet”). This
condition was included to evaluate the performance of the modu-
lation filter independent of the target fundamental frequency esti-
mator. For the hearing impaired subjects, all three conditions were
presented over a hearing aid with noise reduction and directionality
disabled. To compare our target talker enhancement approach to the
noise reduction of the hearing aid, we repeated the first condition
with the hearing aid’s noise reduction enabled as a fourth condition
(“noise reduction”). The parameter values of the novel algorithm
that were used in the listening test are listed in Table 1. The listen-
ing test was setup as an adaptive, twelve alternative forced-choice
SRT test using a simple 1-up, 1-down method [17]. It was repeated
until 14 reversals in SNR were completed. The mean of the SNR
at the last 10 reversals was taken as the estimate of the 50% correct
SRT. Each subject completed 6 SRT measurements in all processing
conditions. Full details of the listening test are given in [6].
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Fig. 3: SRT per processing method for hearing impaired (HI) and

normal hearing (NH) subjects as a function of repetition number.

(See Table 2 for key.)

4. RESULTS

The results of the listening test are shown in Fig. 3 and summa-
rized in Table 2. Fig. 3 shows the performance of individual subjects
for each processing method. A learning effect is visible, as SRTs
generally decrease with increasing repetition number. Overall, the
hearing impaired subjects received no benefit from hearing aid noise
reduction (SRT increased 1.0 dB), and no benefit from coherent pro-
cessing (SRT increased 3.5 dB). They did however benefit from co-
herent in quiet processing (SRT decreased 2.9 dB). The effect of
the processing method was, however, not significant according to a
repeated measures ANOVA. Furthermore, their learning effect was
very significant (p < 0.01) and the interaction between processing
method and repetition number was significant (p < 0.05). The nor-
mal hearing subjects received benefit from the coherent processing
(SRT decreased 1.0 dB) and from the coherent in quiet processing
(SRT decreased 3.2 dB). For these subjects, the effect of the pro-
cessing method as well as the learning effect was very significant
(p < 0.001), but there was no significant interaction between them.

5. CONCLUSIONS AND DISCUSSION

The subjective listening test indicates that the coherent modulation
filtering technique moderately increases speech intelligibility. How-
ever, the number of participants in the test is low, and firm conclu-
sions can not be drawn without additional testing. Furthermore, the
test shows that the increase in speech intelligibility is greatest for the
“coherent in quiet” processing condition, suggesting that the tech-
nique’s performance is limited by the target talker detector and fun-
damental frequency estimator. This could be, on one hand, because
the detector and estimator are required to function at very low SNRs
for the listening test; much lower than they were really designed for,
and much lower than what is representative of real “cocktail par-
ties”. On the other hand, the estimator could likely be improved
by incorporating a more sophisticated algorithm, such as dynamic
programming or particle filtering, to track the target’s fundamental
frequency or harmonics over time. Moreover, the target talker de-
tector uses a straightforward model of the target talker based on its
fundamental frequency range. The detector’s ability to distinguish
the target talker from interfering talkers could possibly be improved
by modeling it instead on a dynamic fundamental frequency range,
and by adding additional talker specific features such as voice tim-
bre, glottal waveform, and habitual speech patterns.

Table 2: Average SRT in dB for hearing impaired (HI) and normal

hearing (NH) subjects by processing method.

key processing method HI NH

•
�

unprocessed -21.6 -14.6
•
�

coherent -18.1 -15.6
•
�

coherent in quiet -24.5 -17.8
•
�

noise reduction -20.6 n/a
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