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ABSTRACT

Discriminative training for language recognition has been
a key tool for improving system performance. In addi-
tion, recognition directly from shifted-delta cepstral features
has proven effective. A recent successful example of this
paradigm is SVM-based discrimination of languages based on
GMM mean supervectors (GSVs). GSVs are created through
MAP adaptation of a universal background model (UBM)
GMM. This work proposes a novel extension to this idea
by extending the supervector framework to the covariances
of the UBM. We demonstrate a new SVM kernel including
this covariance structure. In addition, we propose a method
for pushing SVM model parameters back to GMM models.
These GMM models can be used as an alternate form of scor-
ing. The new approach is demonstrated on a fourteen lan-
guage task with substantial performance improvements over
prior techniques.

Index Terms— language recognition, support vector ma-
chines

1. INTRODUCTION

Automatic language recognition has been typically performed
with two techniques. A first method is based upon phone to-
kenization followed by language modeling, the PPRLM ap-
proach [1]. A second approach that has recently received sig-
nificant attention is methods based upon shifted-delta cepstral
coefficients (SDCCs), see e.g., [2]. The PPRLM approaches
have traditionally been the most accurate. The SDCC meth-
ods have the advantage that they require no specialized lan-
guage knowledge (i.e., phone labeling) and are very compu-
tationally simple.

The introduction of discriminative classifier methods into
SDCC-based language recognition resulted in significant im-
provements in performance. Some examples of discrimina-
tive methods include the following. First, SVM techniques
using polynomial kernels were introduced in [3]. Second,
Gaussian mixture models (GMMs) were trained with maxi-
mum mutual information (MMI) training with excellent suc-
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cess in [4]. Finally, methods with GMM supervectors and
SVM training have been shown to work well [5].

We focus on SVM based methods for language recogni-
tion. Our starting point is recognition using GMM supervec-
tors. The basic concept for this approach is to adapt a uni-
versal background model (UBM) GMM on a per utterance
basis and then use the resulting shift in means to predict the
class. The stacked adapted means form a supervector. This
approach was initially used in speaker recognition [6], but
was subsequently adapted to language recognition in [5].

A drawback of using only adapted means in the GMM
supervector system is that significant language information is
also found in the covariance structure. Earlier MAP and MMI
training methods for GMMs adapt both means and covari-
ances [2]. Incorporating this adaptation into the SVM frame-
work requires that we have a kernel that computes distances
in mean and covariance space. We propose a method based
on approximations introduced in earlier work [6].

The outline of the paper is as follows. In Sections 2 and 3,
we review language recognition based on SVMs and GMM
mean supervectors. Section 4 outlines our new kernel incor-
porating both mean and covariance GMM supervectors. Sec-
tion 5 discusses an alternate scoring technique for the SVM
model. Finally, Section 6 details experiments on the proposed
technique on a 14 language recognition task.

2. LANGUAGE RECOGNITION WITH SVMS

An SVM [7] is a two-class classifier constructed from sums
of a kernel function K (-, -),

N
Fx) =) aK(x,x;) +d, (1)
i=1

where vazl a; = 0 and «; # 0. The vectors x; are support
vectors and obtained from the training set by an optimization
process [8].

For language recognition, the goal is to determine the lan-
guage of an utterance from a set of known languages. Since
the SVM is a two-class classifier, we handle language recog-
nition as a verification problem. That is, we use a one vs. rest
strategy. For language recognition, we train a target model
for the language. The set of known non-targets are used as
the remaining class.
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3. SVM GSV LANGUAGE RECOGNITION

A straightforward method of performing language recogni-
tion with SVMs is to use kernels that compare sequences of
feature vectors [3]. One technique for comparing sequences
is to adapt a language independent GMM per utterance and
then calculate a distance between the distributions [6].

Assuming this strategy, suppose we have a Gaussian mix-
ture model UBM,

N
- Z AN (x;my, ;) (2)

i=1

where \; are the mixture weights, A/() is a Gaussian distri-
bution, and m; and X; are the mean and covariance of the
Gaussians distributions, respectively.

Also, assume we have two utterances, utt, and utt,. We
train GMMs, g, and g, as in (2), on the two utterances, re-
spectively, using MAP adaptation. A natural distance be-
tween the two utterances is the KL divergence,

Dl = [ mito (2 )ax @

Unfortunately, the KL divergence does not satisfy the Mercer
condition, so using it in an SVM is difficult and computation-
ally expensive.

Instead of using the divergence directly, an approximation
is typically used [6]. The idea is to bound the divergence
using the log-sum inequality [9],

N
< Z)\ZD (N Ea,i)HN(';mb,hzbyi))
i=1
“)

where we have represented the ith mixture component means
of the adapted supervectors by m, ; and my ; and the adapted
covariances are similarly denoted. A closed-form formula for
the divergence between Gaussian distributions is given by
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where tr(-) is the trace, and n is the dimension of the space. In
our original work on mean supervectors, we assumed X, ; =
3p,; = ;. In other words, only the means are adapted. Then
the right hand side of (4) can be calculated in closed form
(ignoring constants) as

N
d(mg,my) = Z Ai(mg; —my )27 (mg,; — my;). (6)

=1
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From the distance in (6), we can find the corresponding inner
product via polarization [10] which is the kernel function,

K(gasgp) = Y Am), ;3 'my
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4. A COVARIANCE KERNEL

A covariance kernel can be derived using (4) and (5) as the
starting point. First, we use the symmetrized version of the
KL divergence (without dividing by 2) between two Gaussian
distributions which results in (5) being transformed to

DS(N(7 mg g, 2L)||-/\[(7 my ;, EL)) -
0.5tr(%, [ Tai) +0.5tx(%, [ Tai) —n
+0.5(mg; — my ;) <2;1 + ZZ;Z-I) (mg; —my;);
®)

i.e., we lose the log term and have symmetric roles for 3, ;
and 3 ;. The resulting symmetric distance (8) is not a kernel
induced distance.

We assume that 3, ; and X, ; are diagonal. Let 02, 02,
and o2 be corresponding diagonal terms in the matrices, 3 ;,
3,4, and X;, respectively. Then, expanding out the trace
leads to terms of the form

o? o? o2 + 602 02 4 602
05“ 05"_0.5 4105 b9
+ o2 02—|—5G§+ 02 + do2 ©)
where 602 = 02 — 02 and o} = 0} — 0. Wecando a

Taylor expansion around (d02, o) = (0,0) of (9) using two
derivatives. This results in the approximation

2 2 S02 — o2 2
0572 +0.576 ~ 1405 <L2Ub> . (10)
o o2 o

We can rewrite (8) using the approximation (10),

DIN(5my;, 55)) =
= 3,0) 8 (Bai — D)
+ (mg; — my ;)" (0.52;1 + 0.52,;1.1) (mg; —myp,)
(11)

D, (N(7 ma,u
0.5tr((Xq,

The resulting approximation (11) is almost a kernel. The main
difficulty at this point is that the mean vectors are interacting
with the covariances in a coupled manner. One way around
this difficulty is to replace the average of the two covariances
in the second term on the right hand side of (11) with 3;,
see (2), from the UBM. Performing this operation results in



our proposed kernel,
N Ny

K(gargs) = Aml, S my; + ) St (20,7 2%)
i=1 i=1

(12)

We note that our goal in performing the above approxima-
tions is to satisfy the Mercer condition. An alternate approach
would be to use a more accurate approximation, e.g. (11),
with an SVM training package that handles “approximate”
kernels. Our approach simplifies the model pushing process
described in Section 5.

5. MODEL PUSHING

The kernel (12) can be used in an SVM training paradigm to
obtain a set of models per target language. Standard SVM
scoring would use the kernel at test time with the scoring
in (1). An alternate method recently proposed for scoring is
to transfer the SVM supervector back to a GMM model and
then score using the GMM model. In certain situations, espe-
cially on short duration utterances, this interesting approach
has improved accuracy, see [5].

We propose an alternate method for pushing an SVM
model to a GMM model via some heuristic ideas. Our basic
approach is to use a GMM to model boundaries rather than
class distributions. One difficulty that should be noted is that
covariance parameters must be positive when they are pushed
back to the GMM model.

Our starting point is to observe that the standard kernel
scoring in (1) can be split as follows,

fx)= Z o K(x,%x;)— Z o K (x,%x;)+d. (13)
{i|a; >0} {ila; <0}

The two terms on the right hand side resemble a log-likehood
ratio between an in-class and out-of-class model [11]. Since
we are working with a linear kernel, we can write (13) as

f(x)= W;DX —w! Dx +d. (14)
where D is a diagonal matrix and
Wp = Z a; X, W, = Z QX (15)

{ilai >0} {ila; <0}

For the kernel (12), the vectors x; and x will be the stacked
means and covariances of the GMM models.

A natural observation is to view the vectors, w,, and w,,,
as representations of in-class and out-of-class data and incor-
porate them into GMM models. One strategy is to normal-
ize the vectors to produce means and covariances. A simple
method is to use the support vector weights; e.g., for the pos-
itive class, we obtain

! (16)

Xp ;X

D filas >0} {ila; >0}
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The vector x,, can then be transferred to a GMM model g, (x).
A similar process yields a negative model, g,,,(x). It is easy
to verify that the covariances for this process are positive.
Intuitively, the combination (16) is on the hyperplane
boundary that supports the in-class data. A similar statement
can be made for x,,,. Thus, the resulting pushed GMMs are
modeling the location of the positive and negative boundaries
of the classes. Another interesting observation is that this
method weights data unequally—this contrasts to a standard
EM technique that would weight these statistics equally.
Scoring with these GMM models is straightforward. For
an input set of vectors, y;, we produce a log likelihood ratio,

score = Z log (g,(yi)) — Z log (gm (yi)) - (17)

6. EXPERIMENTS

Experiments were performed using a 14 language task in an-
ticipation of the NIST 2007 language recognition evaluation
(LRE). Target languages include Arabic, Bengali, Chinese,
English, Farsi, German, Hindustani, Japanese, Korean, Rus-
sian, Spanish, Tamil, Thai, and Vietnamese.

Training data was primarily from Callfriend and Call-
home; although, for languages such as Arabic, data was also
used from Fisher and Mixer. Our test set, LREO7 DEV, in-
cluded approximately 6000 utterances per duration for dura-
tions of 3, 10, and 30 seconds. The test set included all trials
from NIST LRE 2005. Additional data was supplied by LDC
for Arabic, Bengali, Thai, and Chinese dialects. For reported
NIST 2005 LRE results, the performance is calculated on the
primary data set; NIST defined this as the OHSU subset of
the NIST 2005 LRE corpus.

The criterion for evaluation used is pooled EER. In the
EER calculation, we used the priors of languages in the test
set so that each language had an equal contribution to the
EER. This strategy corresponds to the NIST scoring criterion
which balances priors for the minDCF score.

For feature extraction, SDCC features were used with a
7-1-3-7 parameterization [2]. This corresponds to 7 delta-
cepstral coefficients stacked from 7 different time locations.
We also included cepstral coefficients for a total of 56 fea-
tures per frame at 100 frames per second. Additional process-
ing included RASTA, 0/1 feature normalization, and VTLN.
Finally, a feature space version of NAP [12] (fNAP) was used
analogous to the feature domain version of factor analysis
in [13]. The corank for the fNAP projection was 128, and
the mixture order was 256. The projection was designed us-
ing the training set with variation from the target language as
the nuisance variable.

For a language and gender independent GMM UBM, we
trained a 1024 mixture GMM using all of the training data
with 5 iterations of EM adapting all parameters—means, mix-
ture weights, and diagonal covariances.



Table 1. Comparison of EER for different models and training meth-
ods with a 30s test. In the table, M denotes mean, V denotes covari-
ance, and P denotes scoring with a pushed model. Results for LREOS
are on the primary condition.

System LRE0O7DEV | LREO05
EER(%) | EER (%)
GMM MAP 13.53 11.52
GMM MAP BE 6.56 6.65
SVM M 6.16 5.34
SVM MV 5.70 4.75
SVM MP 428 4.01
SVM MVP 3.47 3.74

Table 2. Comparison of EERs for different models and training
methods at different durations for the LREO7 DEV set.

30s 10s 3s
GMM MAPBE | 6.56 | 10.83 | 22.02
SVM MP 428 | 10.30 | 23.66
SVM MVP 347 | 8.74 | 22.18

We implemented SVMs with both mean-only (SVM M)
and mean plus covariance kernels (SVM MYV) using the ker-
nels given by (7) and (12) respectively. We also pushed these
models back to GMM models for scoring as described in Sec-
tion 5. As a baseline for the SVM systems, we trained a GMM
model using mean and diagonal convariance adaptation with
MAP adaptation using a maximum of 5 iterations.

For all systems, using the raw scores for classification was
suboptimal. For all systems, final scores were processed using
a “max” log-likelihood ratio,

s = s — maxs;. (18)
In addition, for the GMM MAP trained model, a backend
(BE) was used [14] for calibration. BE transforms scores
using linear discriminant analysis and models the resulting
vector using a tied covariance Gaussian per language. Note
that the SVM systems scored in the standard manner required
Z-norm based on a development set for proper calibration.

Results for the various systems are shown in Table 1.
First, note that all SVM systems outperform the baseline
MAP system. Second, we see that with both standard scor-
ing and GMM scoring, the MV systems outperform the M
only systems. Third, we see that using GMM scoring im-
proves accuracy quite substantially; another benefit is that
scores did not need to be normalized. Overall, the best re-
sult on LREO3, 3.74%, compares favorably with past systems
on this task [5, 15].

Table 2 shows a breakout of the performance of the meth-
ods for different durations. Again, we see that the new MV
kernel outperforms the M only kernel. Performance at 10s is
substantially better for the new kernel including covariances.
We note that 3s is a difficult task and none of the methods do
particularly well at this duration.

4144

7. CONCLUSIONS

A new kernel for SVM GMM language recognition was
demonstrated that used both mean and covariance parameters.
This kernel was combined with a GMM scoring technique
to produce a system that performed well on both a standard
NIST LRE task and a new development task.
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