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ABSTRACT

Guard periods are widely used to avoid inter block interfer-
ence in wireless communication systems. The independent
processing of each data block enables computational efficient
data estimation, however, the necessary insertion of guard
periods produces a transmission overhead and reduces the
throughput of the respective transmission system. By using
overlapping techniques a block-wise data estimation can be
realized without using guard periods. With this modification,
either the throughput of the system can be increased or the
code rate of the forward error correction code can be reduced.
Based on the latter option we will propose two optimized
channel coding schemes for the overlapping based system.
The first uses a reduced code rate while the second exploits
the characteristic error distribution of the overlapping based
data estimator. The bit error performance of the resulting
transmission systems is finally compared to a common cyclic
prefix based transmission system.

Index Terms— data estimation, cyclic prefix, block pro-
cessing, overlapping, channel coding

1. INTRODUCTION

Block transmission systems are often used to enable high data
rate transmissions over dispersive wireless channels at rea-
sonable computational costs. The block structure is realized
by inserting guard periods into the data vector, which prevents
inter block interference (IBI) caused by the channel convolu-
tion [1]. The avoidance of IBI enables data estimators with
low complexity, as all data blocks can be processed indepen-
dently.
However, the insertion of guard periods into the data vector
reduces the throughput of the transmission system, as no data
can be transferred during these periods. For example in the
WLAN standard 802.11a [2], 20% of the total transmission
time is allocated for guard periods.
By using an overlapping estimation scheme [3], we can com-
bine the advantages of block processing and the avoidance of

guard periods. This is realized by estimating the received data
block-wise, accepting that the IBI will corrupt the estimated
data. The resulting error distribution has a bathtub-like shape.
Thus, the equalization error can be reduced by using only the
middle, less corrupted part of the estimated block, while omit-
ting the more erroneous outer parts. Applying this to consec-
utive overlapping blocks will result in an efficient block-wise
data estimation at a reasonable remaining error level.
The avoidance of guard periods offers two options: The data
throughput of the system can be increased or the code rate
of the forward error correction (FEC) code can be decreased
to improve the error correction performance. In the next sec-
tions we will compare three different systems: A common
cyclic-prefix based system, an overlapping based system with
reduced code rate and an overlapping based system with an
optimized coding scheme. The latter will exploit the error
distribution of the overlapping estimator, i.e. a lower code
rate is used in the outer more erroneous parts.
The paper is organized as follows: In Section 2, the underly-
ing data model will be described and an overlapping estima-
tion scheme is derived. In Section 3, different coding schemes
for the overlapping based systems will be discussed. The per-
formance of these coding schemes in terms of bit error rate
(BER) is evaluated in Section 4. Final conclusions are drawn
in Section 5.

2. OVERLAPPING BLOCK PROCESSING

2.1. Data Model

The model describes the transmission of a data vector d ∈ C
V

of length V over a time dispersive wireless channel, which is
described by its discrete impulse response h ∈ C

L of length
L. The channel is assumed to be time invariant during the
transmission of the data vector d. Noise effects are considered
by adding a noise vector n, which is obtained by sampling a
white Gaussian noise process with power σ2. The received
vector x ∈ C

V +L−1 can be computed by convolution of the
data vector d with the impulse response h. By using the chan-
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nel convolution matrix H ∈ C
(V +L−1)×(V ) the model can be

summarized in
x = Hd + n. (1)

The receiver has to compute an estimate d̂ of the transmitted
data d. It is assumed that the received vector x, the channel
impulse response h and an estimate of the noise power σ2 are
known at the receiver. The transmitted data is uncorrelated
and has a mean power of σ2

d = 1, therefore the MMSE (Mini-
mum Mean Square Error) estimate of the transmitted data is
given as

d̂MMSE = (HH
H + σ2

I)−1
H

H
x. (2)

The direct computation of Equation (2) is hardly feasible for
long data vectors, due to the high demand on computing pow-
er, storage requirements and large processing delay time. By
periodically inserting guard periods of length L − 1 into the
data vector the channel convolution matrix H can be split-up
into smaller submatrices HB , which can be processed inde-
pendently and therefore reduce the complexity of the MMSE
estimator.
In case of using a cyclic prefix as guard period [3] the result-
ing block matrices of size B × B with B � V have a circu-
lar structure. This allows the use of FFT-based (Fast Fourier
Trasform) EVD algorithms (Eigenvalue Decomposition) to
compute Equation (2) efficiently. With HB = F

−1
ΛF the

EVD of HB the block MMSE estimator can be denoted by

d̂MMSE,B = F
−1
B (ΛH

Λ + σ2
I)−1

Λ
H

F BxB , (3)

with F the Fourier matrix and Λ a diagonal matrix containing
the eigenvalues of HB . The resulting CP-SC (Cyclic Prefix
Single Carrier) transmission system [4] is used as a reference
in this paper. A similar processing structure is also used in
CP-OFDM multi carrier systems [5].

2.2. Overlapping Data Estimation

In the previous section a block structure was obtained by in-
serting guard periods into the data vector. What happens if
we omit the guard periods and still perform block-wise data
estimation in the receiver? The resulting IBI will corrupt the
estimated data. However, due to the finite channel length we
can expect that the distorting influence of the neighbouring
blocks is more significant in the border parts of the estimated
blocks [3]. To verify this, the ensemble-averaged estimation
error for three neighbouring blocks is depicted in Figure 1 (a).
This bathtub like error distribution can be exploited by using
overlapping data blocks instead of neighbouring blocks, i.e.
a block with elements n, ..., n + B is followed by a block
n + B − 2D, ..., n + 2B − 2D, as depicted in Figure 1 (b).
Here B denotes the block length and 2D describes the length
of the overlapping parts. The estimation error can then be
reduced by omitting the overlapping, more erroneous outer
parts of each block and keeping the middle parts for further

a)

b)

c)
B

B
B
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Index

Ensemble-averaged
estimation error

Fig. 1. Error distribution for overlapping data estimation.

processing. The resulting ensemble-averaged estimation er-
ror is depicted in Figure 1 (c).
To allow the use of efficient FFT based EVD algorithms for
solving the MMSE equation (3), the overlapping block matri-
ces are cyclically extended. This also means that the underly-
ing signal processing structure is similar to known CP-OFDM
systems. The overlapping estimation scheme is illustrated in
Figure 2.
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Fig. 2. Data estimation with overlapping submatrices.

3. CODING SCHEMES FOR OVERLAPPING
ESTIMATION

As already mentioned, the use of guard periods reduces the
throughput of the transmission system as no data can be trans-
mitted during the guard periods. If the symbol rate of the
transmission system is one, the data rate can be described by

Rd =
B

B + CP
=

1

1 + CP
B

, (4)

where B denotes the data block length and CP denotes the
cyclic prefix length. If we also use an FEC code in the trans-
mission system, the resulting data rate is further decreased by
the code rate RCP , which leads to a data rate of

R =
Rcp

1 + CP
B

. (5)
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The rate R describes the total ”code rate” of the cyclic prefix
based transmission system.
In case of overlapping estimation no guard periods are re-
quired, i.e. the data rate of the coded system is determined
by the code rate Rov of the used channel code. Assuming
that both systems, the cyclic prefix based and the overlap-
ping based, have identical data rates, it can be noted that
Rov = R < Rcp. This means, the symbols that are saved
by avoiding the cyclic prefix can be used for additional re-
dundancy to increase the performance of the FEC code.
We can further exploit the characteristic error distribution of
the overlapping based equalizer by assigning different code
rates to different parts of the data block. This approach is
shown in Figure 3, with Rh the higher code rate for the less
erroneous parts and Rl the lower code rate with better error
correction performance for the outer parts. To obtain identical

Error

Data

High Code Rate Rh

Low Code Rate Rl

Fig. 3. Optimized coding scheme for overlapping estimation.

data rates for the systems, the code rates must fulfill

RlBl + RhBh

Bl + Bh

!
= R, (6)

where Bl and Bh denote the length of the parts coded with
lower code rate and higher code rate, respectively.

4. SIMULATION RESULTS AND COMPLEXITY

4.1. Simulation model

The performance of the different coding and estimation sche-
mes is evaluated by using BER simulations. The systems to
be compared are depicted in Figure 4.
The gray highlighted processing blocks are identical in all
systems, i.e. channel coding, puncturing (P ), interleaving (I),
channel (H), MMSE estimator, deinterleaving (I−1), depunc-
turing (P−1) and channel decoding. The modulation scheme
is chosen as BPSK (Binary Phase Shift Keying). For simula-
tions, a convolutional code with constraint length K = 3 and
code rate R = 1/2 in combination with a soft decision Viterbi
decoder is used [6]. In general however, all kinds of channel
codes (e.g. Turbo Codes or Block Codes) can be used. The
required different code rates are obtained by puncturing, i.e.
coded bits are periodically deleted before transmission to ob-
tain a higher code rate [6]. Suitable puncturing patterns for
the used code rates can be found in [7]. Furthermore a time

CP

Single-Rate:

Cyclic Prefix:

HI MMSECP I
−1

R = 1/2
P
−1

ViterbiCoding

R = 1/2

HI SelMMSEOV
Viterbi

I
−1

P
−1

R = 1/2
Coding

R = 1/2

H

I

I SelMMSEOVMap
Viterbi

I
−1

I
−1

R = 1/2

P
−1

Coding

R = 1/2

Rcp

Rov

Rh

Rl

P

P

P

Multi-Rate:

Fig. 4. Systems employing different coding schemes.

variant multi path channel with superposed white Gaussian
noise and L = 17 taps is used. A detailed description of the
channel model can be found in [8].
Cyclic-prefix reference system:
The data vector d is divided into blocks of length B = 64.
Before transmission, each data block is extended with a cyclic
prefix of length CP = L − 1 = 16. The cyclic prefix is re-
moved before data estimation. The used code rate is R = 2/3,
which leads to a data rate of R = 8/15, following Equation
(5). The parameters are examples taken from the WLAN stan-
dard [2].
Single-rate overlapping system:
The cyclic prefix insertion/deletion tasks are replaced by over-
lapping (OV) and selection (Sel). OV extracts overlapping
blocks of size B = 64 with overlapping length D = 11. The
selected parameters display a trade-off between remaining er-
ror level and number of required computations. After MMSE
estimation only the inner part of the estimated data block is
selected (Sel) and forwarded to the next processing unit. The
code rate is chosen to be Rov = R = 8/15.
Multi-rate overlapping system:
To exploit the characteristic error distribution of the overlap-
ping system, two different coded data streams with rate Rh

and Rl are generated. The data is then mapped to the corre-
sponding parts of the data stream, parts with high code rate
to the inner parts and parts with lower code rate to the outer
parts. To fulfill Equation (6), the code rates are chosen to be
Rl = 1/2 and Rh = 3/5.

4.2. Simulation results

The BER performance of the different systems is shown in
Figure 5. Due to the lower code rate the overlapping based
systems perform significantly better than the cyclic prefix ref-
erence system over a wide range. The remaining estimation
error, which is caused by IBI, leads to an error floor for high
Eb/N0 values, which is negligible for most applications.
The multi-rate system shows a lower error floor than the sin-
gle rate system. This is caused by a higher error correction
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performance of the channel code used for the outer parts.
However, the implementation efforts are higher for the multi-
rate system, due to additional multiplexing and mapping.
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Fig. 5. BER of systems using different coding schemes.

4.3. Complexity

Considering Equation (3), the complexity of the estimator is
dominated by the FFT and the inverse FFT. With N

2 log2 N
the number of complex multiplications necessary to compute
one FFT, the total number can be calculated by

Mcp = 2
V

B

B

2
log2 B = V log2 B. (7)

Due to the overlap in the systems without cyclic prefix, more
data blocks have to be processed, so the total number of oper-
ations in the overlapping systems is given by

Mov = 2
V

B − 2D

B

2
log2 B. (8)

The complexity of the estimator is therefore increased by a
factor

f = Mov/Mcp =
B

B − 2D
, (9)

which is a factor of f = 1.52 for our example with B = 64
and D = 11.
An alternative way to reduce the overhead caused by cyclic
prefixes is the use of longer data blocks. But besides the in-
creased storage requirements and processing delay, which is
a major drawback for real time mobile communication sys-
tems, the computational complexity will also increase.
Assuming a longer block length B′ > B, the complexity of
the system using longer blocks is increased by a factor

g = M ′

cp/Mcp =
log2 B′

log2 B
. (10)

For a block length of B′ = 1024, for example, the number of
required operations will be increased by g = 1.66.

5. CONCLUSIONS

In this paper optimized coding schemes for an overlapping
based data estimator were introduced. As the overlapping
based systems do not require any guard periods, the code rate
of the used channel code can be reduced without affecting
the throughput of the transmission system. The comparison
with a common CP-SC system showed a significantly reduced
BER over a wide range of Eb/N0 values for the guard period
free systems. The remaining error floor is significant only for
very low BER values, even with the simple codes used for
simulations here. The complexity of the proposed estimator
is slightly increased compared to the used CP-SC systems, but
stays below the complexity of a system using longer blocks to
reduce the overhead caused by the cyclic prefix.
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