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ABSTRACT

The three-node relay channel with a Gaussian source is studied
for transmission subject to a low-delay constraint. A joint source–
channel coding design algorithm is proposed and numerically evalu-
ated. The designed system is compared to a reference system, based
on modular source and channel coding, and the distortion-rate func-
tion for the Gaussian source, using known achievable rates on the
relay channel. The structure of the source encoder and the relay
mapping is visualized and discussed in order to gain understanding
of how the system works. The relay mapping gets a structure that
resembles a Wyner-Ziv code.

Index Terms— Estimation, joint source–channel coding, relay
channel, quantization, sensor networks

1. INTRODUCTION

The relay channel has been studied extensively since its introduc-
tion [1]. With the increasing popularity of wireless sensor networks
cooperative transmission is more relevant than ever.

In this paper we focus on the relay channel in the context of
wireless sensor networks, where a possible application could be to
implement the feedback link in a control system. We therefore study
low-delay and energy efficient communication with a fidelity crite-
rion on the source. Existing work on source and channel coding for
the relay channel includes [2, 3]. However, whereas [2] looks at
asymptotic high-SNR properties the present work is design oriented.
Also, although [3] includes some practical results it relies on power-
ful channel codes. Because of this, the decoding is not instantaneous
but a significant delay is needed for the message to be decoded.

In what follows a low-delay joint source–channel coding scheme
for the relay channel is proposed and evaluated. To the authors’
knowledge there are no similar existing results in this direction. The
approach used here is related to the one being used for bandwidth
compression–expansion in [4, 5, 6] and distributed source coding
in [7].

2. PROBLEM FORMULATION

Wewill study the three node system depicted in Figure 1. Our goal is
to transmit information about the Gaussian random variableX from
the source node to the destination node so that it can be reconstructed
with the smallest possible distortion. Besides the direct link we also
have a path from the source to the destination via the relay node. The
rules for the communication are the following. For each source sam-
pleX we have T channel uses at hand. The source and the relay do
not transmit at the same time but must share these channel uses, we
therefore use K channel uses for the transmission from the source
and the remaining L = T − K channel uses for the transmission
from the relay. The scenario is in other words that of a half-duplex
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Fig. 1: Structure of the system.

orthogonal relay channel. All transmissions are disturbed by addi-
tive white Gaussian noise, the received symbols on each channel can
therefore be expressed as

yi = hisi + ni ∀i ∈ {1, 2, 3}, (1)

where si is the transmitted symbol, hi is a deterministic channel gain
and ni is independent white Gaussian noise with E[nini

T ] = I
∀i ∈ {1, 2, 3}. The transmitted symbols are given by the functions
α and β according to

s1 = s2 = α(x) ∈ R
K , (2)

s3 = β(y2) ∈ R
L. (3)

The equality s1 = s2 is due to the broadcast nature of a wireless
channel. Without loss of generality we put the following constraint
on the average transmit power per channel use for the source and the
relay nodes

Pα =
1

K
E[‖S1‖

2] ≤ 1, (4)

Pβ =
1

L
E[‖S3‖

2] ≤ 1. (5)

At the destination node the received symbols are used to form an
estimate of the transmitted value

x̂ = γ(y1, y3). (6)

Given this system we want to find the optimal source encoder,
relay mapping, and receiver — denoted α, β, and γ. To have a
low-delay system we want the source and the relay nodes to work
on a sample-by-sample basis restricting K and L to be integers. If
K > 1, α will in general be a nonlinear mapping from the one-
dimensional source space to the K-dimensional channel space. In a
similar way β will be a nonlinear mapping from the K-dimensional
input of the relay to theL-dimensional output. As distortion measure
we use the mean squared error (MSE), E[(X − X̂)2], ”optimal”
therefore refers to optimal in the minimum MSE sense.
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3. DESIGN

The expected distortion for a given system can be written as

D =E[(X − X̂)2] =

∫∫∫∫
p(x)p(y1|α(x))p(y2|α(x))

p(y3|β(y2))(x− γ(y1, y3))2dxdy1dy2dy3, (7)

where p(·) and p(·|·) denote probability density functions (pdf:s)
and conditional pdf:s, respectively. What we would like is to find
α, β, and γ such that D is minimized (given the power constraint
Pα ≤ 1, Pβ ≤ 1). There are two problems with this direct approach.
First, it is very hard to optimize all parts of the system simultane-
ously; second, the optimal mappings could be arbitrary nonlinear
mappings with no closed form expressions. To make the problem
feasible we take the following suboptimal approach. Instead of op-
timizing all parts of the system simultaneously we use the common
strategy of optimizing one part at a time keeping the others fixed.
The second problem is solved by discretizing each dimension of the
channel space intoM equally spaced points according to

S = {−Δ
M

2
,−Δ(

M

2
− 1), . . . , Δ(

M

2
− 1), Δ

M

2
} (8)

and restricting the outputs of the source and the relay node to satisfy
s1 ∈ S

K and s3 ∈ S
L, respectively. At the receiving side the same

approximation is made using a hard decision decoding rule — for
instance, y1 is decoded according to

ŷ1 = arg min
y′

1
∈SK

‖y1 − h1y
′

1‖
2 (9)

where the hat will be used to indicate that the value has been dis-
cretized. This approximation is expected to be good as long as hiΔ
is small in relation to the channel noise ni . In the following analy-
sis P (·|·) will be used for conditional probabilities — for example,
P (ŷ3|s1) denotes the probability that the relay receives ŷ3 given
that s1 is transmitted from the source.

3.1. Optimal Source Encoder

With the above approximation and assuming β and γ are kept fixed
we can write the optimal source encoder α as

α(x) = arg min
s1∈SK

(
Dα(x, s1) + λ‖s1‖

2) (10)

where

Dα(x, s1) = E[(x− X̂)2|x, s1] =
∑
ŷ3

∑
ŷ2

∑
ŷ1

P (ŷ1|s1)P (ŷ2|s1)P (ŷ3|β(ŷ2))(x− γ(ŷ1, ŷ3))2 (11)

and λ‖s1‖
2 is a Lagrange term that is included for the following rea-

son: ‖s1‖
2 is a measure of the power that is needed to transmit the

signal s1, the term λ‖s1‖
2 can therefore be used to control the trans-

mit power of the source node by penalizing signals that would use
too much power. When λ is set to the ”correct” value, the source en-
coder will not encode x to the signal that gives the lowest distortion
but rather to the signal that gives the lowest distortion conditioned
that the power constraint in (4) is fulfilled.

3.2. Optimal Relay Mapping

In a similar way the optimal relay mapping β is given by

β(ŷ2) = arg min
s3∈SL

(
Dβ(ŷ2, s3) + η‖s3‖

2
)

(12)

where

Dβ(ŷ2, s3) = E[(X − X̂)2|ŷ2, s3] =
∑
ŷ1

∑
ŷ3∫

x

P (α(x)|ŷ2)P (ŷ1|α(x))P (ŷ3|s3)(x− γ(ŷ1, ŷ3))2dx. (13)

In (12) η is the Lagrange multiplier which makes sure that the power
constraint (5) is satisfied.

3.3. Optimal Receiver

Since we use the MSE as a distortion measure, it is a well known
fact from estimation theory that the optimal receiver is the expected
value of X given the received symbols,

x̂ = γ(ŷ1, ŷ3) = E[X|ŷ1, ŷ3]. (14)

3.4. Design Algorithm

Given the above expressions for the source encoder, the relay map-
ping, and the receiver it will be possible to optimize the system itera-
tively. We do this by keeping two parts of the system fixed while we
optimize the third part. One common problem with an iterative tech-
nique like the one suggested here is that the final solution will depend
on the initialization of the algorithm, if the initialization is bad we
are likely to end up in a poor local minimum. One method that has
proven to be helpful in counteracting this is channel relaxation [8, 5]
which works in the following way. A system is first designed for
a noisy channel, the solution obtained is then used as an initializa-
tion when designing a system for a less noisy channel. The noise is
reduced and the process is repeated until the desired noise level is
reached. The intuition behind this method is that an optimal system
for a noisy channel has a simple structure and is easy to find, as the
channel noise is decreased more structure is gradually added to form
the final system. The design algorithm is formally stated below.
1. Choose some initial mappings for β and γ.
2. Let A = (h2

1, h
2
2, h

2
3) be the channel gains for which the

system should be optimized. CreateA′ ≤ A.
3. Design a system forA′ according to:

(a) Set the iteration index k = 0 and D(0) =∞.
(b) Set k = k + 1.
(c) Find the optimal source encoder α by using (10).
(d) Find the optimal receiver γ by using (14).
(e) Find the optimal relay mapping β by using (12).
(f) Find the optimal receiver γ by using (14).
(g) Evaluate the distortion D(k) for the system. If the rel-

ative improvement ofD(k) compared toD(k−1) is less
than some threshold δ > 0 go to Step 4. Otherwise go
to Step b.

4. IfA′ = A stop the iteration. Otherwise increase A′ accord-
ing to some scheme (e.g., linearly) and go to Step 3 using
the current system as initialization when designing the new
system.

4. SIMULATION RESULTS

To evaluate the algorithm we have designed a system for the case
K = 2, L = 1, and channel gains h2

1 = 5 dB, h2
2 = 15 dB, and

h2
3 = 10 dB. The values are chosen to reflect a scenario in which
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Fig. 2: Simulation results when the quality of the direct link
is varied while h2

2 = 15 dB and h2
3 = 10 dB.

it is beneficial to make use of the relay node in the communication.
We will compare the performance against a reference system and the
distortion-rate function for a memoryless Gaussian source [9] using
the achievable rate of the compress and forward (CF) scheme [10]
with the previous mentioned assumptions, that is, K/T = 2/3 and
orthogonal transmissions. The performance will be evaluated using
the signal-to-distortion ratio (SDR) defined as

SDR = 10 log10

(
E[X2]

E[(X − X̂)2]

)
. (15)

4.1. Reference System

As a reference system we design a system in a more modular fash-
ion where we take off-the-shelf components and put them together.
Instead of the source encoder α(·) we use a 16-level Lloyd-Max
quantizer followed by a 16-QAM mapping to the channel space.
The relay node makes a hard decision on the received signal and re-
encodes the decoded symbol with 16-PAM. At the destination node
the received signals are once again decoded with a hard decision
and finally x is reconstructed as the expected value of x given the
decoded symbols. The reference system is optimized in the sense
that we use a source optimized quantizer, a good choice of the QAM
mapping (for comparison, we have also included a Gray mapping —
where the indices of adjacent QAM symbols differ in only one bit.),
and an optimal receiver (given the hard decoded received symbols).

4.2. Numerical Results

Before presenting the results there are some implementation aspects
that are worth mentioning. In Step 2 of the algorithm A′ was ini-
tially set to (−5,−5,−5) dB and in Step 4 all components of A′

were linearly increased until the final channel gains were reached.
β was initialized as a linear mapping and γ was randomly initial-
ized. The parameter Δ was set to Δ = 8/M and as earlier stated
the approximation is expected to be good as long as hiΔ is small in
relation to the channel noise, therefore the parameter M was grad-
ually increased along with A′ . In the final system we use M = 64
points per dimension in the channel space.

We will show the results of two different simulation scenar-
ios. In the first scenario (Figure 2) we investigate how the system
performs when the signal-to-noise ratio (SNR) of the direct link is
changed while keeping the other links fixed. We assume that the
source encoder and the relay mapping are fixed but that the receiver
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Fig. 3: Simulation results when the quality of the relay link
is varied while h2

1 = 5 dB and h2
2 = 15 dB.

has perfect channel state information and therefore adapts to the cur-
rent channel state using (14). At h2

1 = 5 dB, which is the design
SNR, the system is about 3.3 dB better than the reference system.
When the quality of the direct link gets better we can see that the
performance of the designed system also increases in an almost lin-
ear fashion. If the system would have been truly analog this scaling
with the SNR would have continued as the SNR approaches infinity,
but now since we have discretized the channel space, at some point
the performance will be saturated. For the reference system this ef-
fect takes place at lower SNRs, we can see that already at h2

1 ≈ 17
dB the performance is saturated at an SDR of 20 dB which is due
to the 4 bits used by the quantizer in the source node. The gap to
the achievable SDR using CF is significant, however it should be
pointed out that in order to achieve this performance infinite block
lengths are required whereas our maximum block length is 2. It is
also clearly seen that a Gray mapping is far from ideal for this prob-
lem. In the second scenario (Figure 3) we instead change the SNR
of the link from the relay to the destination keeping the other links
fixed. At the design SNR, h2

3 = 10 dB, we of course have the same
performance gain over the reference system as in the previous sce-
nario. When the SNR increases the gain is more or less the same
over the entire SNR region shown. In this scenario even the achiev-
able SDR using CF becomes saturated at some point, this is because
the bottle necks are the links from the source node.

4.3. Structure of α and β

The source encoder α is a mapping from the one-dimensional source
space to the two-dimensional channel space. One input value gives
rise to two output values and because of this α performs a bandwidth
expansion. In its simplest form the two output values would be the
same and we would have a repetition code. One way to visualize
the mapping is to mark the points in S2 which are most likely to be
transmitted. This is done in Figure 4(a) where the probabilities of
the marked points sum up to 0.995. The mapping is such that small
negative values of x are mapped to one end of the curve and as x
is increased the mapping follows the curve to the other end. Val-
ues around zero — which are the most likely values for a Gaussian
source — are mapped to the center of the curve which lies close to
the origin where ‖s1‖

2 is small. The transmission power for these
values is hence minimized. In contrast, values that are less proba-
ble are instead mapped to points in the channel space that use more
energy. This structure is due to the Lagrange term in (12), similar
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Fig. 4: Structure of α and β when h2
1 = 5 dB, h2

2 = 15 dB, and h2
3 = 10 dB. (a) The points in S2 that are most likely to be

transmitted, the x-axis shows the first channel use and the y-axis shows the second channel use. (For ease of comparison the axes of
the subsequent figures have been divided by the corresponding channel gain.) (b) Receive probabilities at the relay node, i.e., P (ŷ2).
(c) Receive probabilities from the direct link at the receiver, i.e., P (ŷ1) (d) Relay mapping, the color in the figure together with the
colorbar shows how the 2-dimensional input is mapped to the 1-dimensional output.

results have been been obtained in [5, 6, 7].
Moving on to the relay, Figure 4(b) shows the receive probabil-

ities for different points at the relay. We can see that the curve is
somewhat smoothed but still distinguishable as opposed to the re-
ceived points from the direct link at the receiver (Figure 4c) which
reminds of a Gaussian distribution. Clearly the relay node needs to
help the receiver distinguish which point, or at least which region, of
the curve that was transmitted. Looking at Figure 4(d), which shows
the relay mapping, we can see that this is exactly what the relay does.
Something that is interesting to notice is that the relay is not the in-
verse of the source encoder which it would be if the relay tried to
estimate x and send the estimate to the receiver. This is easiest seen
by the fact that for some of the outer parts of the curve, the relay
uses the same output symbol for large regions (e.g., s3 ≈ 1.4 for the
upper part of the curve) which means that the relay does not send
an estimate of what was received but rather just tells the receiver
that the transmitted point was on the upper part of the curve. Using
this information the receiver estimates x based on the value received
from the direct link conditioned that the transmitted point was on the
upper part of the curve. This could be seen as a kind of Wyner-Ziv
coding which has also been proposed as a possible coding scheme
for the relay [10].

5. CONCLUSIONS

We have proposed a low-delay joint source–channel coding design
for the relay channel. A reference system based on modular source
and channel coding has also been implemented for comparison. The
numerical results show that the joint design scales well with the SNR
of the system and does not saturate as quickly as the reference sys-
tem, this is especially true when the SNR of the direct link is in-
creased. More interesting however is the structure of the source en-
coder and the relay mapping that together make it possible for the
receiver to output a good estimate of the source.
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