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ABSTRACT

Modern DSL networks suffer from crosstalk between different lines
in the same cable bundle. By carefully choosing the transmit power
spectra, the impact of crosstalk can be minimized leading to spec-
tacular performance gains. This is also referred to as Dynamic
Spectrum Management (DSM). This paper presents three novel
low-complexity DSM algorithms with a different level of required
message-passing. This level ranges from fully autonomous and
distributed to semi-centralized execution. Simulations show good
performances compared to existing state-of-the-art DSM algorithms.

Index Terms— Dynamic spectrum management, ADSL, multi-
user, multi-carrier, distributed algorithms

1. INTRODUCTION

Digital Subscriber Line (DSL) technology remains by far the most
popular broadband access technology. The increasing demand for
higher data rates forces DSL systems to use higher frequencies. At
these high frequencies, electromagnetic coupling becomes particu-
larly harmful and causes interference, also called crosstalk, between
lines operating in the same cable bundle. This crosstalk is a ma-
jor obstacle for modern DSL systems towards reaching higher data
rates.

Dynamic Spectrum Management (DSM) [2] refers to a set of
solutions to the crosstalk problem. Basically these solutions con-
sist of signal level coordination and/or spectrum level coordination
amongst the different modems. In this paper the focus is on spectrum
level coordination, which is also referred to as spectrum balancing
or power control. Here the transmit power spectrum of each modem
is designed to cause minimal disturbance to other modems, while
preserving a high data rate. The problem of optimally choosing the
transmit power spectra in order to maximize the data rates of the
network can be formulated as an optimization problem [3] which
is referred to as the spectrum management problem. Unfortunately
this optimization problem is nonconvex and can have multiple local
optima.

In this paper the focus is on DSM algorithms that are executed
by the modems locally, also referred to as autonomous and/or dis-
tributed spectrum management algorithms.

One of the first autonomous algorithms is iterative water-filling
(IW) [4]. Here each modem focuses on maximizing its own data rate
without taking into account the damage caused to the other modems.
In spite of its selfish nature, IW performs well for small crosstalk
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DSL scenarios. However for large crosstalk scenarios it can per-
form quite suboptimally. The ASB algorithm [5] is an alternative
autonomous algorithm that removes this selfish behavior by incor-
porating the damage caused to a reference line. This leads to a more
social behavior and so a better overall network performance. In this
paper we propose an algorithm based on the same concept as ASB
but provide an alternative way of solving the corresponding opti-
mization problem. The main advantage of the proposed approach
is that it is easier to incorporate multiple reference lines without im-
pacting the computational complexity. Because of the similarity with
the ASB algorithm, this algorithm is called ASB-2.

In [6] a spectrum management algorithm is proposed based on
a combination of a local spectrum management algorithm in addi-
tion to a limited message-passing protocol. This algorithm is called
SCALE and is based on an iterative convex approximation approach.
In this paper we also propose a similar locally optimal algorithm
based on another type of convex approximation, called distributed
spectrum balancing (DSB). The main difference is that the convex
approximation is chosen so that the resulting transmit spectrum up-
date formula has a water-filling type of equation, which can be rele-
vant from a practical implementation point of view.

The SCALE and DSB algorithms both converge to locally opti-
mal solutions. As the spectrum management problem can have mul-
tiple local optima with significant difference in objective function
value, these locally optimal algorithms can converge to suboptimal
solutions. In this paper a multiple starting point approach is finally
proposed to tackle this problem. This algorithm is called MS-DSB.

This paper is organized as follows. In section 2 the system model
for the crosstalk environment is described. In section 3 the spectrum
management problem is reviewed. In section 4 the three novel spec-
trum management algorithms are presented. Finally, in section 5
simulation results are shown.

2. SYSTEMMODEL

Most current DSL systems use Discrete Multi-Tone (DMT) modula-
tion. For perfect tone synchronisation, the transmission for a binder
of N modems can be modeled on each tone k by

yk = Hkxk + zk , k = 1 . . . K.

The vector xk = [x1
k, x2

k, . . . , xN
k ]T contains the transmitted signals

on tone k for all N modems. [Hk]n,m = hn,m
k is an N × N ma-

trix containing the channel transfer functions from transmitter m to
receiver n on tone k. The diagonal elements are the direct channels,
the off-diagonal elements are the crosstalk channels. zk is the vector
of additive noise on tone k, containing thermal noise, alien crosstalk,
RFI,. . . . The vector yk contains the received symbols.
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The transmit power is denoted as sn
k � ΔfE{|xn

k |
2}, the noise

power as σn
k � ΔfE{|zn

k |
2}. The vector containing the transmit

power of modem n on all tones is sn � [sn
1 , sn

2 , . . . , sn
K ]T . The

DMT symbol rate is denoted as fs, the tone spacing as Δf .
When the number of interfering modems is large, the interfer-

ence is well approximated by a Gaussian distribution. Under this
assumption the achievable bit loading for modem n on tone k, given
the transmit spectra sk � [s1

k, s2
k, . . . , sN

k ]T of all modems in the
system, is

bn
k � log2

 
1 +

1

Γ

|hn,n
k |2sn

kP
m�=n |hn,m

k |2sm
k + σn

k

!
, (1)

where Γ denotes the SNR-gap to capacity, which is a function of the
desired BER, the coding gain and noise margin [7]. The total bit
rate for modem n and the total power used by modem n are Rn =
fs

P
k bn

k and P n =
P

k sn
k respectively.

Note that although this text focuses on the synchronous DSL
transmission case explained above, it can straightforwardly be ex-
tended to the asynchronous DSL transmission case [8].

3. SPECTRUMMANAGEMENT PROBLEM

The problem of optimally balancing the transmit power spectra in
order to maximize the data rates of the DSL network is referred to
as the rate adaptive spectrum management problem. The objective is
to find the optimal transmit spectra for a bundle of interfering DSL
lines, maximizing a weighted bit rate, subject to per-modem total
power constraints and spectral mask constraints. This can be formu-
lated as follows:

max
s
1,...,sN

PN
n=1 wnRn(= f0)

s.t.
P

k sn
k ≤ P n,tot , ∀n,

s.t. 0 ≤ sn
k ≤ sn,mask

k , ∀n,∀k,

(2)

where P n,tot denotes the total power budget for modem n and
sn,mask

k denotes the spectral mask for modem n on tone k. The
weights wn are used to put more emphasis on some modems. In [3]
it is explained how these weights can be adjusted if extra data rate
constraints need to be satisfied.

4. DYNAMIC SPECTRUMMANAGEMENT ALGORITHMS

4.1. Distributed Spectrum Balancing (DSB)

In this section a distributed algorithm is proposed called distributed
spectrum balancing (DSB). It has a similar approach as the algo-
rithm from [9] but it requires less message-passing and it does not
require solving a system of N equations. The derivation starts from
a reformulation of the objective function of (2)

f0 =
PN

n=1 wnfs

P
k log2(

PN
m=1 |h̃

n,m
k |2sm

k + Γσn
k )

−
NX

n=1

wnfs

X
k

log2(Γ(
X
m�=n

|hn,m
k |2sm

k + σn
k ))

| {z }
A=non−concave part

with |h̃n,m
k |2

(
= Γ|hn,m

k |2 , n �= m
= |hn,n

k |2 , n = m.

(3)
The basic idea is to convexify this objective function by approxi-
mating its non-concave part A in a point sk,ap by a lower bound
hyperplane as follows

−
X
m�=n

am,n
k sm

k + cn
k ≤ − log2(Γ(

X
m�=n

|hn,m
k |2sm

k + σn
k )) (4)

with equality in point sk,ap and am,n
k =

Γ|h
n,m

k
|2/ log(2)

P
p �=n Γ|h

n,p

k
|2s

p

k,ap
+Γσn

k

.

Solving this modified (now convex) problem for fixed am,n
k

leads to a solution sk,∀k. Using this solution as a new approxi-
mation point sk,ap = sk, it can be easily shown that the sequence
of convex approximations produces a monotonically increasing ob-
jective function value which converges to a local optimum of the
spectrum management problem (2).

Based on the KKT conditions of the convex approximation the
following equivalent set of equations can be derived:

sn
k =

»
wnfs/ log(2)

λn +
X
m�=n

wmfsΓ|h
m,n
k |2

log(2)
(

1

intm
k

−
1

recm
k

)

| {z }
P

DSB,n

k

−
intn

k

|hn,n
k |2

–s
n,mask
k

0

(5)

λn

 
KX

k=1

sn
k − P n,tot

!
= 0

where
intn

k =
P

m�=n Γ|hn,m
k |2sm

k + Γσn
k

recn
k =

PN
m=1 |h̃

n,m
k |2sm

k + Γσn
k

(6)

The quantities intn
k and recn

k are the received interference and
noise of modem n on tone k and the received signal of modem n on
tone k respectively. Both quantities are already measured by current
state-of-the-art modems. This leads to Algorithm 1. Every modem
iteratively applies formula (5) where PDSB,n

k is a constant and bi-
sects on λn. Note that only one fixed point iteration is performed for
every λn. In addition, the term PDSB,n

k is updated infrequently (4)
by the spectrum management center (SMC). Note that formula (5) is
a water-filling type of equation with a tone dependent penalty which
can be relevant from a practical implementation point of view.

Algorithm 1 Distributed Spectrum Balancing (DSB)
1: Modem n algorithm:
2: Initialize all sn

k = sn,mask
k /2, ∀k

3: loop {execute at regular intervals}
4: λmin

n = 0, λmax
n = Λmax , λn = (λmax

n + λmin
n )/2

5: Receive messages (PDSB,n
k ) from SMC, ∀k

6: while |
P

k sn
k − P n,tot| > δ and λn > γ do

7: λn = (λmax
n + λmin

n )/2
8: Update sn

k using (5), ∀k
9: if

P
k sn

k > P n,tot then
10: λmin

n = λn

11: else
12: λmax

n = λn

13: end if
14: end while
15: Measure intn

k = Γ(
P

p �=n |hn,p
k |2sp

k + σp
k), ∀k

16: Compute messages
“

1
intn

k
− 1

recn
k

”
,∀k, and send to SMC

17: end loop
18: SMC algorithm:
19: loop
20: Receive messages

“
1

intn
k
− 1

recn
k

”
from modems n, ∀k

21: Compute messages (PDSB,n
k ) and send to each modem n, ∀k.

22: end loop
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4.2. Autonomous Spectrum Balancing 2 (ASB-2)

The ASB algorithm [5] introduced the concept of a reference line.
Each modem chooses its transmit spectrum so that it maximizes its
own data rate and that it takes the damage into account caused to a
reference line. By taking multiple reference lines into account the
performance can be improved.

Every modem n has to solve the following optimization problem
where hp,ref,n

k , hp,ref
k , sp,ref

k , σp,ref
k , wref

p are constants representing
respectively the crosstalk channel from the n-th modem into refer-
ence line p, the channel attenuation, the power, the noise and the
weight of the reference line p for all M reference lines.

maxs
n
1

,...,sn
K

wnfs

P
k log2

 
1 + 1

Γ

|h
n,n

k
|2sn

kP
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k
|2sm

k
+σn

k

!

+
PM

p=1 wref
p fs

P
k log2

 
1 + 1

Γ

|h
p,ref

k
|2s

p,ref

k

|h
p,ref,n

k
|2sn

k
+σ

p,ref

k

!

s.t.
P

k sn
k ≤ P n,tot,

s.t. 0 ≤ sn
k ≤ sn,mask

k ,∀k,
(7)

For M reference lines, the ASB algorithm needs to solve a poly-
nomial equation of degree 2M + 1 for each modem n on each tone
k. To reduce this complexity, an alternative solution is proposed
which will be referred to as ASB-2. Based on the KKT stationarity
condition of (7) the following fixed point equation can be derived:

sn
k =

»
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λn + PASB−2,n
k

−

P
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k |2sm
k + Γσn

k
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k

0

(8)
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k
|2s
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)
.

The ASB-2 algorithm uses this fixed point equation for updating
its transmit powers. Note that this approach does not necessarily
converge to the same solution as the ASB algorithm.

This leads to the same algorithm as Algorithm 1 where the lines
5,16,19-22 are removed as it is an autonomous algorithm. Further-
more the updating formula in line 8 is replaced by (8).

4.3. Multiple Starting Point Distributed Spectrum Balancing
(MS-DSB)

The DSB algorithm from section 4.1 converges to a locally optimal
solution. As the spectrum management problem (2) is nonconvex
with multiple local optima, this local optimum is not necessarily the
global optimum. Note that DSB starts from a set of initial transmit
powers as can be seen in Algorithm 1 line 2. In the case of multiple
local optima, a different set of initial transmit powers can converge
to a different local optimum. It is not possible to find a set of initial
transmit powers converging always to the globally optimal solution
for all possible DSL scenarios. This is a general constraint for locally
optimal DSM algorithms.

Based on this observation, a third DSM algorithm is proposed
combining DSB with a multiple starting point approach. For each
tone, multiple initial transmit powers are chosen and for each choice
the transmit powers are updated iteratively so as to converge to a
local optimum. The best of the converged results is then chosen for
each tone independently. By using multiple initial transmit powers
it is more likely that the global optimum will be found.

In order to keep the complexity low, the number of initial trans-
mit power sets is fixed to N + 2 sets. The N + 2 initial transmit
power sets are given in Table 1 where 0 is the zero vector of dimen-
sion N , smask

k is a vector of dimension N with the corresponding
spectral masks on tone k for the N modems and en.sn,mask

k is the
unit vector in the n-th dimension multiplied by the corresponding
spectral mask. The first transmit power set corresponds to the initial
transmit power set of SCALE [6]. The second transmit power set
corresponds to the initial transmit power set of DSB. This choice en-
sures that the obtained local optimum on tone k is at least as good as
those obtained by the SCALE and DSB algorithms. The remaining
N transmit power sets are based on the observation that in the case
of large crosstalk, the optimal solution converges to an FDMA solu-
tion where only one modem is active in each tone k. This fact was
recently proved in [10]. This leads to Algorithm 2.

Table 1. N + 2 initial transmit powers
1 0

2 smask
k /2

3 . . . (N + 2) en.sn,mask
k , for n = 1 . . . N

Algorithm 2MS-DSB
1: SMC algorithm:
2: loop {Execute at regular intervals}
3: Receive messages

“
1

intn
k

− 1
recn

k

”
from modems n, ∀k

4: Compute messages (PDSB,n
k ) ∀n, k.

5: while total power constraints not satisfied do
6: update Lagrange multipliers using subgradient approach

[3]
7: for all tones k do
8: for each initial transmit power set do
9: for iterations do

10: for each modem do
11: Apply formula (5)
12: end for
13: end for
14: end for
15: Take best of all converged solutions
16: end for
17: end while
18: Compute per-tone dependent penalties PDSB,n

k (5), ∀n, k

19: Send PDSB,n
k to all modems n

20: end loop
21: Modem n algorithm:
22: loop
23: Apply modem part of DSB algorithm
24: end loop

Each modem executes the modem part of the DSB algorithm
locally. The spectrum management center (SMC) executes the mul-
tiple starting point extension. The SMC regularly receives messages“

1
intn

k
− 1

recn
k

”
from the N modems and computes the quantities

PDSB,n
k . The while loop at line 5 will search for the Lagrange mul-

tipliers so that the active power constraints are satisfied, using a sub-
gradient approach at line 6 (see also [3] [11]). Note that all the La-
grange multipliers are updated in parallel. Then for each tone and for
each initial transmit power set, the modems iterate using the DSB
formula (5). The best of the converged results is used. When the
while loop is converged the quantities PDSB,n

k are communicated to
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the modems so that they can steer their transmit spectra to improve
the network performance. This algorithm will be referred to as MS-
DSB, i.e. multiple starting point distributed spectrum balancing. As
most of the computation happens in the SMC, this algorithm can be
viewed as a semi-centralized DSM algorithm.

5. SIMULATION RESULTS

This section presents simulation results of the dynamic spectrum
management algorithms presented in section 4. The ADSL down-
stream scenario is shown in Figure 1. The simulations are performed
for a two-modem case (N = 2) up to a seven-modem case (N = 7).
The four-modem scenario, for example, consists of active modems
1,2,3,4 where modems 5,6,7 are inactive. The twisted pair lines have
a diameter of 0.5 mm (24 AWG). The maximum transmit power is
20.4 dBm [12]. The SNR gap Γ is 12.9 dB, corresponding to a cod-
ing gain of 3 dB, a noise margin of 6 dB and a target symbol error
probability of 10−7. The tone spacing Δf is 4.3125 kHz. The DMT
symbol rate fs is 4 kHz. The simulations are performed in Mat-
lab on a TravelMate 4002WLMi with 768 MB of RAM and an Intel
Pentium M processor 1.60 GHz.

The results are summarized in Table 2. For each number of
modems and for each spectrum management algorithm there are
two cells representing the simulation time and the performance in
weighted rate sum with respect to the performance of the MS-DSB
algorithm. It can be seen that ASB-2 has a better performance than
IW. This is because ASB-2 is less selfish leading to a better overall
network performance.

The performance of SCALE and DSB can differ as they can
converge to different local optima. For the 5-modem case SCALE
performs better than DSB, whereas DSB performs better for the 6-
and 7-modem cases. Note that for the same initial transmit powers,
SCALE and DSB generally converge to exactly the same solutions.
This is confirmed by many simulations.

The MS-DSB algorithm performs better than SCALE and DSB
because of its multiple starting point approach. Note that although
the likelihood that MS-DSB is global optimal is larger than for
SCALE and DSB, it does not necessarily always converge to the
global optimal solution. If the number of initial starting points is
increased the likelihood of global optimality will also increase.

A complete convergence analysis of the proposed algorithms is
outside the scope of this paper. However it should be mentioned that
convergence problems have never been encountered during extensive
simulations of multi-user ADSL and VDSL scenarios.

6. CONCLUSION

In this paper three novel dynamic spectrum management algorithms
are proposed with a different level of required message-passing,
ranging from fully autonomous and distributed to semi-centralized
execution. It is shown that the likelihood of attaining global op-
timality, increases with the level of message-passing. Simulation
results show that these algorithms perform very well in mitigating
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