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ABSTRACT

This paper presents an algorithm for extracting and classify-
ing two-dimensional motion in an image sequence based on
trajectories. Each gesture signal is represented as a time se-
ries in a Principal Component Analysis (PCA) reduced di-
mensional space. A class of Support Vector Machine (SVM)
applicable to sequential-pattern recognition is employed for
classi cation by incorporating a hybrid distance measure into
the kernel function that accounts for both the hand shape and
movement. The performance of the proposed method is eval-
uated in continuous tactile hand gesture streams recognition
experiments. Results are presented for 9 different gestures
performed by 25 subjects at a variety of time scales. Exper-
imental results show that the proposed approach yields high
recognition rate for hand gesture motion patterns.

Index Terms— Support vector machines, feature selec-
tion, gesture recognition

1. INTRODUCTION

Hand gesturing is important for communication. Simple human-
machine interface (HCI) based on hand gesture recognition is
an open problem. In the development of such systems, there
are three problems: static recognition of hands form, hand
tracking and dynamic gesture recognition.

A gesture interface is an interface where users specify
commands by simple gestures, such as drawings and actions.
It is common today to control a graphical interface through
some mediating device such as the multi-touchpad illustrated
in Figure 1. The gestures on a multi-touchpad serve as in-
put to communicate and interact with a computer. That is,
time-varying motion patterns (gestures) are used to convey a
message to a computer, which can detect and distinguish these
motion patterns and respond appropriately. To develop such
an interface, the key issues are how to recognize gesture sets,
taking into account both trajectory and shape information.

For the solution of tactile gesture recognition, a sequence
of images containing a hand gesture is at our main focus. This

Fig. 1. Multi-touch pad for gestures

leads to the following de nition of the problem: Given a se-
quence of images containing a hand gesture, nd a gesture in
a database of prede ned gestures which is the most similar
to that. An extensive review of existing hand gesture recog-
nition techniques are given in [1]. Commonly used gesture
recognition algorithms fall into two categories: generative
and discriminative approaches. It has often been argued that
for many application domains, discriminative classi ers often
achieve higher test set accuracy than generative classi ers [2],
among which SVM is the representative.

Gesture-based HCIs de ne a set of gestures suitable for
a particular task. If only shape or motion information in the
gestures is utilized, the system’s discriminative capability is
limited, con ning the system to a small gesture vocabulary.
Since slightly different gestures are allowed to represent dif-
ferent semantic meanings, a framework that can account for
both the shape as well as temporal trajectory of the gesticu-
lating hand is desired. Hand shape or trajectory information
alone may not be discriminative enough in these cases, which
makes recognition a more challenging task. To address this
problem, we propose a hybrid feature extraction method that
adopts both the parameters representing the shape of the mov-
ing hand and motion information, coupled with SVM to clas-
sify the unknown gestures utilizing a Gaussian radial basis
function kernel.
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The remainder of this paper is organized as follows: the
method for extracting features in hand shapes and motions is
presented in Section 2. Section 3 presents the SVM approach
in details. Results are given in Section 4 and conclusions are
drawn in Section 5.

2. FEATURE EXTRACTION

As using shape or motion trajectories as the single cue may
not be suf cient to disambiguate between gestures, use of
a multi-cue framework serves to alleviate this problem by
falling back on one cue when the other fails to discriminate.
Moreover, in the presence of multiple ngertips, common
gestures recognition approaches assume that the order of n-
gertips in input images do not change due to nger crossings.
In nger crossing cases, centroid based methods do not cap-
ture accurate gesture information. This motivates us to take
an entire frame as input and apply PCA to reduce the dimen-
sion followed by SVM based classi cation.

2.1. SHAPE FEATURE EXTRACTION

Preprocessing is performed to remove irrelevant variability
occurring in the raw coordinate sequence, which include trans-
lation and scaling to move the shape centroid to the center of
the image and normalize the pattern to a xed dimension. The
feature extractor is fed with the binary image of an isolated
hand shape to generate local features. The rst feature[3] em-
ployed is given by the difference between the sums related to
orthogonal directions
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where h and w are the height and the width in pixels of the
hand shape, while ni and njare the number of black pixels
computed from the ith horizontal and jth perpendicular line.
The second feature is the width/height ratio.

2.2. MOTION FEATURE EXTRACTION

The key idea of the recognition process is to map gesture
frames into an appropriately chosen lower dimensional sub-
space and perform classi cation by distance computation. By
projecting the original data onto a PCA constructed subspace,
the essential structure of the data can be captured in lower di-
mensions. Figure 2 illustrates two pairs of manifolds of ges-
tures performed by different hand shapes projected into the
reduced dimensional subspace, which is formed by using the
beginning frames of all the gestures in the training set. Ev-
ery image is mapped onto a point and sets of similar gestures
form clusters in the subspace.

A problem associated with sequence comparison for ges-
ture recognition is the fact that different performances of the

(a) (b)

Fig. 2. Gestures of the same class projected into PCA lower
dimensional space: (a)Two Rectangles and (b)Two Circles.

same gesture action are seldom realized at the same speed
across the entire duration. The temporal properties of the ges-
ture are therefore typically normalized using Dynamic Time
Warping (DTW) [4].

Consider two manifolds P and Q, represented by the se-
quences (p1,p2, . . . ,pTp

) and (q1,q2, . . . ,qTq
), respectively,

where pi and qi are parameter vector of the sequence fea-
tures. We form a feature vector for each pi of P by normal-
ized coordinates and the corresponding tangent slope angles.
Speci cally, the six local parameters at the i−th sample point
(xi, yi, zi) are: pi = (x̃i, ỹi, z̃i, θxi, θyi, θzi)T . The quantities
x̃i = xi−μx

σx
, ỹi = yi−μy

σy
and z̃i = zi−μz

σz
are the coordinates

normalized by the mean (μx, μy, μz). The feature θxi, θyi and
θzi are the tangent slope angles at point i approximated by

tan−1 xi+1 − xi−1√
(yi+1 − yi−1)2 + (zi+1 − zi−1)2

,

tan−1 yi+1 − yi−1√
(xi+1 − xi−1)2 + (zi+1 − zi−1)2

and

tan−1 zi+1 − zi−1√
(xi+1 − xi−1)2 + (yi+1 − yi−1)2

.

Since θxi, θyi and θzi are circular measures, they require spe-
cial treatment necessary when computing the local distance
d(pi,qj) =‖ pi − qj ‖2. Circular differences mod 2π are
applied to θxi, θyi and θzi[4]. The alignment distance is de-
termined by summing the local distances between matched
sequences of length N solved by DTW,

Da(P,Q) =
1
N

N∑
n=1

d(Pφ(n),Qψ(n)) (2)

3. SUPPORT VECTOR MACHINE CLASSIFICATION

The utilization of support vector machine classi ers has gained
immense popularity in recent years. SVMs map the training
data into a higher-dimensional feature space via a kernel, and
to construct a separating hyperplane with maximum margin
between the two classes, which yields a nonlinear decision
boundary in the input space.
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Table 1. Classi cation accuracy for each pairing of basic gestures with β = 1. Two rightmost columns give overall mean
accuracy for each row’s gesture and DDAG results.

Gesture Circle Rectangle Triangle P M N W Bell Z Overall DDAG
Circle - 93.0% 94.3% 97.2% 99.3% 99% 98.6% 97.5% 99.4% 97.3% 95.7%

Rectangle 93.0% - 96.2% 86% 98.7% 96.1% 91.7% 94.0% 99.0% 94.3% 92.4%
Triangle 94.3% 96.2% - 92.7% 95.1% 96.8% 90.2% 94.6% 89.3% 93.7% 90.8%
P 97.2% 86.0% 92.7% - 93.4% 99.2% 97.3% 94.5% 98.7% 94.9% 91.5%
M 99.3% 98.7% 95.1% 93.4% - 90.6% 88.0% 92.8% 98.1% 94.5% 93.7%
N 99.0% 96.1% 96.8% 99.2% 90.6% - 85.6% 91.7% 98.5% 94.7% 92.9%
W 98.6% 91.7% 90.2% 97.3% 88.0% 85.6% - 93.9% 94.3% 92.5% 91.6%
Bell 97.5% 94.0% 94.6% 94.5% 92.8% 91.7% 93.9% - 97.0% 94.5% 90.7%
Z 99.4% 99.0% 89.3% 98.7% 98.1% 98.5% 94.3% 97.0% - 96.8% 92.9%

3.1. SUPPORT VECTOR MACHINES

The SVM is described in detail by Vapnik [2]. Given a set
of linearly separable two-class training data, there are many
possible solutions for a discriminative classi er. In the case
of the SVM, a separating hyperplane is chosen so as to maxi-
mize the margin between the two classes. A SVM classi es a
pattern vector x based on the training data points xi and corre-
sponding labels yi into classes {−1,+1}, which corresponds
to a nonlinear decision boundary of the form

y = sgn(
L∑

i=1

αiyiK(xi, x) + b) (3)

where K(·, ·) is a symmetric positive-de nite kernel function.
The computation of dot products between vectors without ex-
plicitly mapping to another space is performed by a kernel
function. The training examples with αi �= 0 are called Sup-
port Vectors. Several widely used classi er functions reduce
to special valid forms of kernel functions, like nth order poly-
nomial classi ers and radial basis functions (RBFs).

KRBF (x, y) = e−
‖x−y‖2

2σ2 (4)

The obtained support vectors are found to be almost invariant
to the type of kernel functions used [2], which indicates that
this choice is not critical to classi cation performance.

The parameters αi and b are determined by a linearly con-
strained quadratic programming problem [5], which can be
ef ciently implemented by means of a sequence of smaller
scale subproblem optimization. The key point for ef cient
implementation of the SVM is that typically only a small frac-
tion of the αi coef cients are non-zero.

3.2. HYBRID SHAPE MOTION SEQUENCE KERNEL

Once an optimal alignment path is obtained between two se-
quences, we can de ne a hybrid kernel to take advantage of

the strength of the SVM classi cations. The Euclidean dis-
tance in the RBFs is replaced by the weighted sum of shape
distance and DTW distance between two aligned sequences
in the reduced dimensional space:

Khybrid(x, y) = e−γ(βD2
s+(1−β)( 1

N

∑ N
k=1 ‖xφ(k)−yψ(k)‖2))

(5)
where Ds is the shape distance measure and β is the weight-
ing parameter. Thus, for β = 1 the hybrid kernel is dependent
only on the shape information. For β = 0 the hybrid kernel
only considers the trajectory information. For 0 < β < 1, the
hybrid kernel is based on both shape and trajectory informa-
tion.

4. EXPERIMENTAL RESULTS

Nine gestures are de ned in our experiment: ”Circle”, ”Rect-
angle”, ”Triangle”, letter ”P”, letter ”M”, letter ”N”, letter
”W”, ”Bell” and letter ”Z”, whose meanings can be inter-
preted from the name. Each image sequence of the 9 gestures
in the experiment has 80 to 120 frames. For each gesture,
a total of 500 instances are collected from 25 subjects with
20 performances each with three different hand shapes. The
gestures are randomly and disjointly divided into training and
test sets at a ratio of 3 : 1.

4.1. Binary classi cation of hand gestures

The Hybrid SVM is trained using the SV M light toolbox. For
the following experiment the SVM and kernel parameters are
set to C = 2 and γ = 2, respectively. Table 1 gives the indi-
vidual performance of each one-vs-one classi er without con-
sidering the shape information (β = 1). The results show that
the proposed method achieves very high recognition rates.

Table 2 gives the recognition performance with shape in-
formation taken into consideration (β = 0.15). Each gesture
is performed with three shapes, namely, singer- nger, double-
nger and discontinuous double- nger. The same trajectory
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Table 2. Recognition rates for various gestures with consideration of shape information (β = 0.15)

Gesture Single-Finger Gestures Double-Finger Gestures Discontinuous Double-Finger Gestures
RNN Hybrid-SVM RNN Hybrid-SVM RNN Hybrid-SVM

Circle 98.3% 99.1% 91.3% 98.6% 78.7% 94.1%
Rectangle 98.7% 98.4% 89.1% 96.5% 73.3% 92.7%
Triangle 98.1% 99.1% 87.3% 95.9% 74.6% 90.4%
P 96.5% 97.6% 88.8% 96.1% 71.3% 91.8%
M 95.8% 96.2% 91.9% 94.4% 82.3% 90.4%
N 97.4% 97.3% 90.5% 96.1% 83.3% 95.6%
W 95.5% 96.3% 92.3% 94.7% 83.0% 91.3%
Bell 93.5% 96.8% 87.7% 90.3% 82.5% 90.1%
Z 97.4% 97.2% 96.3% 95.9% 86.3% 90.9%

with different contact shapes are considered belonging to dif-
ferent classes. The results show that the proposed method
achieves much higher recognition results than recurrent neu-
ral networks (RNN)[6].

4.2. MULTI-CLASS EXPERIMENT

This section will show how SVM-based binary classi ers can
be effectively combined to tackle the multi-class classi cation
problem. Many studies have proposed ensemble schemes,
which use binary classi cation algorithms to solve K-class
classi cation problems [7].

We employ Decision Directed Acyclic Graphs (DDAG)
algorithm presented by Platt [8]. In a K-class problem, the
DDAG tree includes K(K − 1)/2 nodes which embed binary
classi ers between the p−th and q−th pair of classes. The K
leaves of the tree represent predicted class labels of unknown
sample. The total depth of the DDAG is K − 1. Given a test
sample x, starting at the root node, the binary decision func-
tion is evaluated. Then it moves to either left or right depend-
ing on the output value. Therefore, we go through a path be-
fore reaching a leaf node which indicates the predicted class
[7]. During training the DAG scheme is necessarily the same
as the One Versus One (OvO) scheme producing K(K−1)/2
binary classi ers. However, during evaluation, only K−1 de-
cision nodes are traversed. This systematic approach of eval-
uation in DDAG outperforms the evaluation in OvO scheme
by a factor of K/2 times in speed. The DDAG recognition
results are illustrated in the rightmost column of Table 1.

5. CONCLUSIONS

We have presented an SVM-based classi cation method that
uses the DTW to measure the similarity. The key contribution
of this paper was the extension of trajectory based approach to
handle shape information enabling the expansion of the sys-
tem’s gesture vocabulary. It consists of two steps: converting
a given set of frames into xed-length vectors, and training

an SVM from the vectorized manifolds. Using shape infor-
mation not only lets us discriminate further among various
gestures, it also allows us to classify gestures that cannot be
characterized solely based on their motion information thus
boosting overall recognition scores. Tests show the proposed
method yielded satisfying recognition rates on a test set.
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