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ABSTRACT
3-D video will become one of the most important video tech-
nologies in the next generation of television. Due to ultra high
data bandwidth requirement for 3-D video, effective compres-
sion technology becomes an essential part in the infrastruc-
ture. Thus stereo and multiview video coding (MVC) plays
a critical role. However, MVC systems require much more
computational complexity relative to mono-view video cod-
ing systems. Therefore, an ef cient prediction scheme is nec-
essary for encoding. In this paper, a new fast motion esti-
mation (ME) algorithm is proposed. By utilizing disparity
estimation (DE) to nd corresponding blocks between differ-
ent views, the coding information such as motion vectors can
be effectively shared and reused from the coded view channel.
Therefore, the computation for ME in most view channels can
be greatly reduced. Experimental results show that compared
with the full search block matching algorithm applied to both
ME and DE, the proposed algorithm saves 95% computation
with near-FSBMA quality.

Index Terms— 3D-video, MVC, video coding, H.264/AVC

1. INTRODUCTION

Multiview video can provide users with a sense of complete
scene perception by transmitting several views to the re-
ceivers simultaneously. It can give users a vivid information
about the scene structure. Moreover, it can also provide the
capability of 3D perception by respectively showing two of
these frames to the eyes. With the technology of 3D-TV
[1] and free viewpoint TV (FTV) [2] getting more and more
mature, multiview video coding (MVC) draws more and
more attention. In recent years, JVT/MPEG 3D auido/video
(3DAV) group has worked toward the standardization for
MVC [3], which also advances the multiview video applica-
tions. From the discussion in JVT/MPEG 3DAV meetings,
the developed coding scheme for multiview video settings
mainly uses H.264/AVC with exploiting temporal and inter-
view dependencies [4]. That is, many coding tools of MVC
in the related research area are based on the hybrid coding
scheme and highly related to H.264/AVC.

(a) (b)

Fig. 1. Illustration of MB partition after variable-block-size
ME. Two views are independently encoded without DE. (a)
Left view. (b) Right view.

Although MVC is an emerging technology, huge amount
of video data and ultra high computational complexity make it
dif cult to be realized. An H.264/AVC encoder requires com-
puting power of about 1.3 tera-operations/second (TOPS) on a
general-purpose processor to encode single-view HDTV720p
videos (1280×720, 30 frames/second) in real time [5]. Differ-
ent from mono-view video coding, disparity estimation (DE)
is also utilized to reduce inter-view redundancy in MVC. Tak-
ing coding ef ciency into consideration, block-based DE, like
motion estimation (ME), is more suitable for MVC because it
has better compatibility with the existing video coding stan-
dards. Consequently, the prediction part, which consists of
ME and DE, becomes the most computationally intensive part
in a MVC system.

In a MVC system, ME removes the temporal redundancy
while DE removes the inter-view redundancy. Because of the
setup structure of multiple cameras, there is close relation
between motion vectors (MVs) and disparity vectors (DVs)
in neighboring frames. [6] By utilizing the correlation be-
tween motion and disparity elds, some new coding meth-
ods for MVC have been proposed [6][7] to save coding bits
for residue or MVs, then the coding performance can be en-
hanced. On the other hand, according to the inter-view cor-
relation, another kind of redundancy called “computational
redundancy” exists in addition to temporal and inter-view re-
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Fig. 2. Block diagram of the proposed multiview video en-
coder.

dundancies. Based on this concept, a fast prediction algorithm
has been proposed to save the computation of ME for stereo
video coding in our previous work [8]. However, the coding
structures in MVC are more complex than that in stereo video
coding. Besides, the previous work cannot deal with variable-
block-size ME and complex mode decision.

It is also observed that the mode distribution of two views
are very similar. On condition that cameras are setup with
close parallelized structure, the video contents of different
views are usually similar. The view similarities exist not only
in the video contents but also in the prediction modes. An
example is shown in Fig. 1. Two views are encoded sep-
arately by an H.264/AVC encoder. The macroblock (MB)
partition is marked on the reconstructed frames. Black and
white blocks represent inter- and intra-predicted blocks re-
spectively. It shows that the inter-view correlation is high.
In other words, if the correlation is effectively exploited, the
computational complexity can be greatly reduced.

In this paper, an new fast ME algorithm is proposed for
MVC. Based on the fact that the video contents are highly re-
lated between view channels, the proposed algorithm greatly
reduces computational complexity while maintains video
quality. The remainder of the paper is organized as follows.
The proposed MVC system architecture is rst introduced
in Section 2. Then the proposed algorithm is presented in
Section 3. Section 4 shows the simulation results. Finally,
Section 5 concludes this paper.

2. SYSTEM ARCHITECTURE

The block diagram of the proposed multiview video encoder
is shown in Fig. 2. The encoder adopts the coding tools
de ned in H.264/AVC standard. Input views are classi ed

into two types of view channels, the primary channel and the
secondary channel. A view channel is regarded as a primary
channel if no reconstructed frames in other view channels are
used for reference when performing mode decision. There-
fore, there are no DE operations in primary channels. The
coding ow of a primary channel is identical to the ow of
mono-view video coding. The block engine includes quan-
tization, transform, and deblocking lter, etc.. After the La-
grange mode decision, the coding information, including MB
partition and the corresponding MVs, are stored in the en-
coder.

The main difference between primary and secondary
channels is the dark grey part, which contains DE, inter-view
MV prediction, and fast ME. Each of them is introduced in
the following subsections. In the proposed encoder, DE is
performed prior to ME. The purpose of performing DE rst is
to extract the correlation between views. Therefore, the cod-
ing information of the neighboring coded view can be derived
after DE. Then the inter-view MV prediction part decides
an initial guess for each MB partition for the current MB.
Proposed fast ME is a predictor-based ME algorithm. The
number of primary and secondary channels depends on the
coding structure. The number of secondary channels is usu-
ally much more because DE can effectively improve coding
ef ciency [4]. After all views are encoded, the compressed
bitstream of each channel is assembled and transmitted.

3. PROPOSED FAST MOTION ESTIMATION WITH
INTER-VIEW MOTION VECTOR PRECITON

There are seven MB partition types according to their block
size such as 16×16, 8×8, and 4×4, etc. in H.264/AVC. After
DE and intra prediction in a secondary, inter-view MV pre-
diction is proposed to provide an initial guess of MV for each
MB partition for the current MB. The illustration of inter-view
MV prediction is shown in Fig. 3. After the frame in the pri-
mary channel is encoded, the coding information is stored in
the memory. The location of the disparity-compensated block
has already been derived from DE shown as the grey area in
Fig. 3 (a). The grey area is split into sixteen 4×4 sub-blocks.
Each sub-block covers a 4 × 4 area in the reference frame.
Then each sub-block is assigned a MV which is the same as
the MV in the 4 × 4 area which is covered by the disparity-
compensated block in the coded reference frame. Note that if
the 4 × 4 area contains more than one MV, the assigned MV
is the MV of the coded sub-MB with the largest overlapped
area by the disparity compensated block. To prevent the pre-
diction error propagation, there is not any early termination
and fast prediction scheme applied in the primary channel.
It means all kinds of cost must be calculated in the primary
channel. No matter what kind of mode is selected for coding,
the best inter prediction mode and its corresponding MVs are
stored. Therefore, if the covered MB in the reference frame
is predicted by intra or skip mode, the MB partition and its
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Fig. 3. Illustration of inter-view MV prediction.

corresponding MVs can be still adopted for the proposed al-
gorithm. After each 4 × 4 sub-block is assigned a MV, the
process of “partition labelling” begins. The sub-blocks with
the same MVs are assigned to the same label, as shown in Fig.
3 (b). Then, an initial guess of the MV is set for each MB type
according to partition labelling. An example is shown in Fig.
3 (c). To provide a good initial guess of a MV, the most rep-
resentative value should be chosen. When setting the initial
guess of MV for a 16× 16 block, the value of the label which
appears the most times is chosen as an initial guess. If there is
not any label which appears the most times, the top-left label
is set as the initial guess. In the case of Fig. 3 (c), although the
8× 8 and two 8 × 4 sub-blocks choose the same label as the
initial guess, the rate-distortion cost of two 8 × 4 sub-blocks
is obviously larger than that of one 8× 8 sub-block due to the
penalty for MV coding bits.

In addition to the initial guess from inter-view MV predic-
tion, the MVs of the left, top, and top-right neighboring MBs,
and zero MV, are also adopted as initial guesses to enhance
the coding ef ciency. That is, for each MB type, there are
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Fig. 4. Two-view and three-view coding structures for exper-
iments. The grey blocks represent the frames in the primary
channel, and the white blocks represent the frames in the sec-
ondary channels.

Sequence Akko&Kayo Rena Ballroom Exit
ME Complexity Reduction 95% 95% 95% 95%
Quality drop (dB) 0.06 dB 0.01 dB 0.05 dB 0.1 dB
Inter-view MV predictor 81.7% 94.9% 83.3% 89.0%
Left predictor 10.6% 4.6% 11.1% 8.8%
Top predictor 3.5% 0.3% 2.1% 1.2%
Top-right predictor 3 1.3% 0.1% 0.9% 0.4%
Zero predictor 2.8% 0.1% 2.7% 0.6%

Table 1. ME complexity reduction in a secondary channel
and percentage of ve initial guesses of MVs.

ve initial guesses of MVs. The optimum initial guess is cho-
sen by Lagrange mode decision. Then the re nement with
small search range is performed around the optimum initial
guess.

4. EXPERIMENTAL RESULTS AND ANALYSIS

The proposed algorithm is implemented by modifying the
MVC-con guration in JSVM4.5 [9]. It is compared with
the multicast coding, in which the full search block matching
algorithm (FSBMA) is applied to both ME and DE in the cod-
ing structures. Rate-distortion performance of only secondary
channels are compared because the ME parts in the primary
channels in both cases are implemented with FSBMA. Se-
quences “Akko&Kayo,” “Ballroom,” “Exit,” “Ballroom,” and
“Rena,” with size 640×480 are tested. They are standard
sequences released by JVT/MPEG 3DAV Group [4]. Two
and three view channels of these sequences are chosen for
simulation. The illustrations of the coding structures are
shown in Fig. 4. The grey blocks represent the frames in the
primary channel, and the white blocks represent the frames
in the secondary channels. The search ranges of DE and ME
are both [-32, +31] in horizontal and vertical directions.

Figure 5 and Fig. 6 show the rate-distortion curves of
two test sequences. The proposed algorithm with different re-
nement ranges is compared with FSBMA. It is shown that

there is almost no quality difference between them. The dis-
tribution of MV difference, that is, the difference between the
proposed initial guess and the nal MV, is shown in Fig. 7. It
is observed that almost all MV differences are located within
two pixels. It shows that the proposed inter-view MV predic-
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Fig. 6. Rate-distortion comparison between FSBMA and pro-
posed fast ME with different re ne ranges. “Rena.”

tion is accurate. Therefore, the re nement range [-2,+2] in
both horizontal and vertical directions are suf cient.

Talble 1 shows ME complexity reduction and the per-
centages ve initial guesses which are adopted for further
re nement to get nal MVs. Compared with FSBMA, ME
complexity of a secondary channel is greatly reduce because
the search candidates is only about 5% of search candidates
in FSBMA. Meanwhile, the quality can still be maintained.
Note that if the search range of the primary channel gets
larger, the search candidates of secondary channels remain
the same because the proposed algorithm is independent of
the size of search range. The quality degradation is within
0.1 dB. On the other hand, it also is observed that the initial
guess of MV proved by inter-view MV prediction is the most
accurate and provide lower rate-distortion cost than other pre-
dictor types. Therefore, the proposed fast ME with inter-view
MV prediction utilizes the inter-view correlation successfully.

5. CONCLUSION

In this paper, we propose a fast ME algorithm with inter-view
MV prediction for stereo and multiview video coding. An ef-
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cient system architecture for MVC which contains primary
and secondary view channels are also presented. By utiliz-
ing the coding information of a coded primary channel, 95%
ME complexity of secondary channels can be effectively re-
duced with only 0.01–0.1 dB quality degradation. Therefore,
the proposed algorithm effectively exploit the correlation be-
tween views.
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