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ABSTRACT

This paper addresses text detection utilizing weighted Dis-
crete Cosine Transform (DCT) coef cients as a discrimina-
tion statistic. The sum of absolute value of DCT coef cients
in each block is considered as an energy statistic for detection.
Linear Discriminant Analysis (LDA) is conducted to calcu-
late the optimal threshold. Different types of weights are em-
ployed to strengthen discrimination statistic, which include
uniform, binary, linear and quadratic weights. The evaluation
of weighted algorithms is conducted in the Receiver Operat-
ing Characteristics (ROC) space. The ROC curves show that
there is a tradeoff between True Positive Rate (TPR) and False
Positive Rate (FPR) for all weight con gurations. In terms
of maximizing the separation between two distributions, ex-
perimental results show that the quadratic weighted energy
achieves the best recall and precision.

Index Terms— Text detection, DCT, LDA, ROC curve.

1. INTRODUCTION

The automatic retrieval of text information from color images
has gained increasing attention in recent years. Text detection
can be found in many applications, such as road sign detec-
tion, map interpretation, engineering drawings interpretation,
etc. [1, 2]. Extensive research efforts have been directed to
the detection, segmentation, and recognition of text from still
images and video. However, due to the complexity of text ap-
pearance in images, text detection is still a dif cult and chal-
lenging task in image processing.
DCT based methods do not make assumptions about the

nature of text in an image, e.g., character alignment, same size
of character, etc. As a result, very small font sizes can be de-
tected, even if the text is not easily readable. Crandal [3] per-
forms an 8×8 block-wise DCT on a video frame and extracts
a subset of the DCT coef cient from each block. The sum of
the absolute values of these coef cients is computed and re-
garded as a measure of the text energy of that block. The sub-
set of DCT coef cients that best corresponds to the properties
of text was determined empirically by trying all combinations
of between 1 and 64 coef cients. Instead of choosing an opti-
mal subset empirically, Shiratori [4] selects middle frequency

components as the text detection feature. He also employs an
edge count lter to remove non-text components. This paper
develops a set of weight functions that can strengthen dis-
criminant statistic, thus enhancing the detection performance.
The study of the different types of weight functions demon-
strates that each weight has its advantage in different sensitive
cases. Overall, the quadratic weighted method achieves high-
est recall and precision rates, which is based on xed optimal
threshold generated by LDA.
The remainder of the paper is organized as follows. In

Section 2, we discuss transform domain text detection algo-
rithms in detail, which include motivation for employing DCT,
linear discriminant analysis, weighted detection and ltering
detection. Evaluation metrics for each proposed algorithms
are presented in Section 3. Finally, conclusions are drawn in
Section 4.

2. DCT DOMAIN TEXT DETECTION

It is known that DCT has a strong energy compaction property
[5, 6], i.e., most of the signal information tends to be concen-
trated in a few low-frequency components. In image process-
ing, the DCT exhibits excellent energy compaction for highly
correlated images. Clearly, an uncorrelated image has its en-
ergy spread out, whereas the energy of a correlated image
is packed into the low frequency region. For text detection,
the text is usually uncorrelated with the image background.
Hence, it is possible to make use of this fact to distinguish
text blocks from natural image blocks.
In our detection procedure, the image is block-wise DCT

transformed and the sum of absolute value DCT coef cients
in each block is consider as an energy statistic for detection.
Most natural image energies are concentrated in low frequency
components while the energies of text are concentrated in
high frequency components. Based on this fact, DCT blocks
are divided into two classes, text and non-text, by comparing
the weighted energy to a threshold. LDA (Fisher’s linear dis-
criminant) is conducted to generate an optimal threshold and
the blocks whose feature are greater than the threshold are re-
garded as text blocks. To nd such a threshold, we discuss
linear Fisher discriminant analysis in next section.
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2.1. Fisher’s Discriminant Threshold

Fisher’s linear discriminant considers not only between-class
variation but also within-class variation, and optimizes the
solution by maximizing the ratio of between-class scatter to
within-class scatter. Fisher de ned the separation between
two distributions to be the ratio of the variance between the
classes to the variance within classes:

S =
σ2

between

σ2
within

(1)

In our case, n = 2 and the ratio can be written as

S =
ω0ω1(μ0 − μ1)

2

(ω0 + ω1)(ω0σ
2
0 + ω1σ

2
1)

(2)

where μi and σ2
i , i = 0, 1 are the mean and the variance of

the ith class, and ωi, i = 0, 1 is the number of occurrence of
each class. The optimal division ωopt = (ω∗

0 , ω∗

1) is achieved
when the maximum separation occurs, i.e, the ratio S reaches
its maximum.
To obtain corresponding optimal threshold, we sort the

energy of each block in ascend order. Then, the threshold is
given by

T =
E(ω∗

0
) + E(ω∗

0
+1)

2
(3)

where E is block energy and the subscript (ω∗

0) enclosed in
parentheses indicates theω∗

0th order statistic ofE. This thresh-
old is utilized to distinguish the text blocks from non-text
blocks.

2.2. Weighted Text Detection

To improve the discrimination of text blocks, we introduce
weighting into the energy statistic calculation. Speci cally,
we consider uniform, binary, linear, and quadratic weights.
Assume block size is N × N . Then, we can obtain weighted
block energy:

E =
N−1∑

p=0

N−1∑

q=0

X(p, q)×W (p, q) p, q = 0, . . . , N −1 (4)

where W (p, q) is weight matrix element and X(p, q) is the
DCT coef cient of each image block.

2.2.1. Uniform Weight

For coef cients of an 8 × 8 block-wise DCT transform, the
uniform weight is given by

WU (p, q) =

{
0 , p = q = 1
1 , 1 < p + q ≤ 16

(5)

From this point forward, all weight functions are based on an
8 × 8 block-wise DCT transform.

2.2.2. Binary Weight

In many cases, text regions only show differences in some
DCT frequency regions. This fact makes using a subset of the
transform coef cients reasonable, which is equivalent to bi-
nary weighting. Shiratori [4] makes use of middle frequency
part of the DCT coef cients. This binary weighting, denoted
byWBM , is given by

WBM (p, q) =

⎧
⎨

⎩

0 , 0 < p + q ≤ 7
1 , 7 < p + q ≤ 10
0 , 10 < p + q ≤ 16

(6)

Also of interest are the low and high frequencies. The corre-
sponding binary weight functions,WBL andWBH , are given
by

WBL(p, q) =

⎧
⎨

⎩

0 , p = q = 1
1 , 1 < p + q ≤ 7
0 , 7 < p + q ≤ 16

(7)

WBH(p, q) =

{
0 , 0 < p + q ≤ 10
1 , 10 < p + q ≤ 16

(8)

2.2.3. Linear Weight

Binary weights can reduce computations, but at the cost of in-
creasing detection errors. Since the text blocks have more en-
ergy in high frequency components, linearly increasing weights
are selected to amplify the high frequency energy while mit-
igating the effect of low frequency energy. For 8 × 8 DCT
coef cients, linear weights, denoted byWL are given by

WL(p, q) =

{
0, p = q = 1
32
7 (p + q − 2), p + q > 2

(9)

Thus, the elements of WL increase linearly along the diago-
nal.

2.2.4. Quadratic Weight

Similarly, for 8 × 8 DCT coef cients, the quadratic weight
functionWQ is given by

WQ(p, q) =

{
0, p = q = 1

(p+q

2 )
2
, p + q > 2

(10)

where quadratic weights further emphasize high frequency
components.
Figure 1 shows a detection example using WBL, WBM ,

WBH , WU , WL, and WQ. In Fig. 1 (b), the WBL detection
result loses one text region in left bottom corner and prod-
ucts some false text blocks. Figures 1 (c) and (d) ,WBM and
WBH , show better results than Fig. 1 (b), yielding correct
text regions and fewer false text blocks. Figure 1 (e), WU ,
distinguishes most text blocks with very few false text blocks
while Fig. 1 (f) and (g), WL and WQ, show completely cor-
rect division between text blocks and non-text blocks. In Fig.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 1. (a) input image, (b) detection result with WBL, (c)
detection result with WBM , (d) detection result with WBH ,
(e) detection result withWU , (f) detection result withWL, (g)
detection result with WQ, (h) bounding box generated onto
the input image.

1 (h), bounding boxes, which are rectangular candidate text
regions generated before using an Optical Character Recog-
nition (OCR) engine, are generated based on output shown in
Fig. 1 (g). The detailed procedure is as follows. Firstly, the
maximum number of blocks horizontally and vertically are
calculated. Secondly, these two numbers are the rectangular
text region’s height and width. Finally, the bounding box is
generating along the rectangle contour.
Figure 2 shows energy plots on input image Fig. 1 (a)

with different weights applied to the block-wise DCT coef-
cients. The plots, shown in Fig. 2 (e) and (f), have at-
ter background and sharper contrast between text regions and
background than those shown in Fig. 2 (a)-(d). These ob-
servations explain the better performance of the linear and
quadratic weights.
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Fig. 2. (a) energy plot withWBL, (b) energy plot withWBM ,
(c) energy plot with WBH , (d) energy plot with WU , (d) en-
ergy plot withWL, (f) energy plot withWQ.

3. EXPERIMENTAL RESULTS

In this section, the proposed detection algorithms are eval-
uated through program simulations running on a Microsoft
Windows XP, Pentium D, 3.2 GHz platform. The programs
are implemented by using Matlab. In the simulation, 20 im-
ages with text are randomly selected from our image library.
All are gray scale images and of size 256 × 256. Since the
block size does not signi cantly affect the result, we choose
an 8 × 8 block size. In the following, we compare the perfor-
mance of proposed algorithms with different types of weights.
We use two metrics (recall and precision) commonly used

in Information Retrieval (IR) to evaluate different detection
algorithms:

recall =
number of correctly detected text regions

number of text regions

precision =
number of correctly detected text regions

number of detected regions

Table 1 gives the evaluation for different weighted text en-
ergy algorithms. The rst row is Crandal [3]’s method, which
selects 18 coef cients in row-major order as discrimination
statistic. Shiratori [4]’s method is equivalent to using binary
weight WBM , which is de ned in Equation (6). These two
methods are evaluated by recall and precision metrics along
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Table 1. The evaluation for weighted methods
Weight function Recall Precision

Crandall [3] 71.1% 55.2%

WBL 60.7% 52.9%

WBM 78.5% 59.2%

WBH 68.1% 56.1%

WU 93.3% 58.6%

WL 95.5% 59.4%

WQ 96.3% 63.7%

with other weighted energy methods. The table shows that
uniform, linear and quadratic weights achieve high recall rate.
However, the precision is low for all of them. Further re-
ne operations such as learning machine training can be em-
ployed to overcome these problems at additional computa-
tional costs. Table 1 shows that the quadratic weight achieve
best recall rate 96.3% and precision rate 63.7%.
The evaluations above are all based on the xed thresh-

olds, which are optimal solutions obtained by maximizing
the ratio of between-class scatter to within-class scatter. In
some cases, we only pay more attention to accuracy or recall
rate, rather than error or false alarm rate, i.e., there is trade-
off between them. To explain this more detail, we introduce
the concept of Receiver Operating Characteristics (ROC). In
short, a ROC (curve) is a graphical plot of the True Positive
Rate (TPR) versus False Positive Rate (FPR) for a binary clas-
si er system as its discrimination threshold is varied. TPR is
de ned the same as recall while FPR is de ned as

FPR =
number of incorrectly detected text regions

number of non-text regions

Figure 3 shows the ROC curves for the different weighted
methods. When the FPR is low, the uniform weighted algo-
rithm achieve best TPR. As the demand of TPR increases, lin-
ear and quadratic weighted methods achieve the lowest FPR.
In other words, linear and quadratic weights bring the ben-
e t of higher TPR with lower FPR. In TPR sensitive cases,
linear and quadratic weighted methods are better choices. In
FPR sensitive cases, the binary weighted method should be
chosen.

4. CONCLUSIONS

In this paper, a weighted DCT-based text energy detection
algorithm is proposed for text information extraction. Ex-
perimental results show that the quadratic weighted energy
method achieves highest recall and precision rates, which is
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Fig. 3. ROC curves of different weighted methods

based on xed optimal threshold generated by LDA.With var-
ied thresholds, linear, quadratic, and binary weighted methods
have their advantages in different sensitive cases. Speci cally,
the quadratic weight should be chosen for the high TPR de-
mand.
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