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ABSTRACT

Infrared sensors are widely utilized on manned and unmanned sys-
tems due to their ability to operate during low light conditions as
well as their target discrimination capability. Machine vision algo-
rithms that operate on infrared imagery (e.g. target detection, ob-
stacle detection, target tracking) can significantly increase the effec-
tiveness of platforms and the autonomy of unmanned systems. The
classification of regions in infrared imagery provides a valuable in-
put to computer vision algorithms. This paper contains an analysis
of features for infrared region discrimination, feature dimensionality
reduction, and classification for regions of infrared imagery. A vari-
ety of features are considered including those based on texture and a
physics based model for atmospheric attenuation. An analysis of the
optimal feature set and classifier combination is presented. Perfor-
mance of the classifier on a database of infrared imagery is provided
as well as top level contextual techniques to improve classification
performance.

Index Terms—
Infrared imagery, scene analysis, feature extraction, image clas-
sification, image texture analysis.

1. INTRODUCTION

Infrared sensors are employed for a large variety of commercial and
military applications. The imagery produced by these sensors pro-
vides significant information to human operators and are widely used
for machine vision algorithms such as target detection. Infrared sen-
sors are also frequently installed on unmanned systems including
unmanned air vehicles (UAVs), unmanned ground vehicles (UGVs),
and unattended remote sensors. In order to improve the autonomy of
these systems, it is essential that the autonomous system awareness
from the imagery collected by these systems be increased. A passive
technique for obtaining situational awareness is the analysis of im-
agery for scene understanding. The first step in scene understanding
is to classify imagery regions.

1.1. Background/motivation

Classification of imagery regions provides a critical first step in fur-
ther analysis. In addition, the knowledge of the boundary of im-
age regions provides significant information that can assist with au-
tonomous navigation and collision avoidance. For instance, the bound-
ary of the sky portions provides the horizon line that can be used to
augment onboard inertial navigation. Another significant application
of region classification is to provide a pre-processing step for target
detection and higher level scene understanding.

This work addresses the problem of analyzing regions of in-
frared imagery for scene understanding. In particular, we classify
regions of infrared imagery as either sky or ground. We discuss the
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extraction of feature sets, classification techniques and higher level
methods for post processing classification results.

1.2. Related Work

Two major applications have resulted in published work related to
our research; UAV autonomous navigation and automatic image re-
trieval. Classification of sky portions of color photographs to enable
retrieval based on texture and a physics based model of blue sky was
described by Gallagher et al. [1] and Singhal [2]. The more appli-
cable problem of classification of regions in color UAV imagery uti-
lizing multi-dimensional linear discriminate analysis (MDLA) was
presented by Todorovic and Nechyba [3]. Other researchers have il-
lustrated techniques of sky region classification by detection of the
horizon line in UAV color imagery [4] [5]. All of these works claim
high performance, but most utilize color information and have lim-
ited applicability to infrared imagery. Since tactical vehicles that
may utilize our algorithm frequently operate at night or preferen-
tially utilize infrared sensors to support targeting, it is important that
an image classification technique be developed for these systems op-
erate on infrared imagery.

1.3. Paper Organization

In this paper, we describe feature selection and analysis for infrared
image region classification. The beginning of section 2 contains an
overview of the features considered, methods for extraction and their
potential plausibility for region classification. Section 3 discusses
methods for feature selection and dimensionality reduction of a fea-
ture set. The results of feature extraction, dimensionality reduction
and classification are presented in section 4. Section 5 concludes
with a general discussion of results and applications for the proposed
method.

2. FEATURES FOR INFRARED REGION
CLASSIFICATION

There are many potential characteristics that intuitively appear likely
feature candidates for classification of regions in infrared imagery.
This section provides an overview of all feature types considered.
The two main feature types considered are texture and sky physics-
based model (PBM) features. Intensity-based features are consid-
ered because temperature characteristics of the general scene regions
are a function of a myriad of environmental parameters. Without
higher level knowledge (ambient temperature, diurnal conditions,
weather, sensor performance, etc) it is difficult to obtain robust lu-
minance features.
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2.1. Texture Features

Infrared imagery typically is characterized by a narrow histogram
concentrated around ambient temperature in which detector and at-
mospheric noise are present. These factors point to the desirability
to consider texture features for region classification. In our previ-
ous work, we showed that wavelet-based texture features yielded
excellent results when used for region dissimilarity for segemen-
tation [6]. The texture features implemented for this segmentation
application serves as a starting point for texture feature based classi-
fication. These include the wavelet mean difference (MD), wavelet
energy, gaussian fits for wavelet sub-band histograms and Renji’s
entropy. We refer the reader to [6] for the detailed computation of
these features.

In addition to the wavelet-based texture measures, we consid-
ered texture features based on gray level co-occurrence. This method
begins by representing how often gray-levels occur together in var-
ious orientations. A gray level concurrence matrix (GLCM) is of-
ten used to capture this information for a given image. The GLCM
matrix is a two dimensional histogram with counts of various gray-
level pairs for a single or set of orientations and offsets. We formed
GLCM'’s in the horizontal(0 °), diagonal(45 °), and vertical(90 °)
orientations with offsets of one, two and three pixels.

Once the GLCM'’s are formed, several features can be extracted
to represent texture information. Four commonly used GLCM mea-
sures are contrast, energy, correlation, and homogeneity. The region
contrast is a measure of the amount of variation between a pixel and
its neighboring pixel throughout an image. It is a measure of the av-
erage coarseness of texture within a region. The GLCM contrast is
given by

GLCMeon =Y _ i — jlp(i, §) (1)
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where ¢ and j are the row and column indices of entries in the GLCM
given by p(%, j). The GLCM energy is a similar measure that repre-
sents the total quantity of co-occurrence with a given GLCM. This
provides a measure of the quantity of directionality within a given
GLCM orientation. The energy measure is formed as the sum of
squared GLCM entries,

GLCMenergy = Zp(i7j)2 (2)
©,J

The GLCM correlation measures how correlated a pixel value is
to its neighbor over a particular region. The GLCM correlation is
formed as,
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where p; and p; are the means for a row or column given by ¢ or j
and o; and o are the variance for a row or column given by ¢ or j.
The homogeneity measures the distribution of values in the GLCM
away from the GLCM diagonal. Values closer to the diagonal cor-
respond to similar intensity values. The homogeneity measure is
formed as
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2.2. Physics Based Features

Gallagher ez al. [1] showed that a polynomial model applied to color
traces can be used to detect sky portions of imagery. The sky is often
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(a) Color sky image (b) Infrared sky image
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(d) Example IR Ground Trace

(c) Example IR Sky Trace

Fig. 1. Examples of vertical gradient in sky images

characterized by a blueish white along the horizon and a transition to
deeper blues as elevation angle is increased. Infrared imagery does
not contain the color information utilized in their work; however, a
similar phenomena is present in infrared imagery. In response of
infrared sensors is attenuated by numerous atmospheric effects. At-
mospheric absorbtion of IR radiation, scattering of infrared radiation
from emissions outside the field of view, atmospheric turbulence,
and particle scattering are all additive effects that erode the target
signature. Similar to the Rayleigh scattering that causes the blue
sky signature in visible imagery; all of the scattering effects for in-
frared radiation are reduced as elevation angles are increased towards
zenith largely due to the reduction in scattering contributors [7]. An
example of this familiar behavior in color imagery and the analogy
for infrared imagery is shown in Fig. 1. The sky and grounds sam-
ple traces and polynomial curve fits shown in Fig. 1(c) and Fig. 1(d)
respectively correspond to the vertical lines overlaid on the image in
Fig. 1(b).

Once a trace is extracted from a region, the least squares fit for a
second order polynomial, p, is formed as

(i) = ao + a12(i) + asz®(4) )

for a trace of n pixels. The least squares matrix representation is
formed as
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In matrix notation the equation for the polynomial fit can be written
as p = Va where the least squares fit for the polynomial coefficients
(a) can be computed as

a=(V'V)"'Vp ™

Once a second order polynomial is fit to a trace the coefficients
are used as features for that trace. In addition, the goodness of fit is



determined by calculating the mean square error of the fit,

By =7 3 (000) — 5))° ®)
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where 7 is the row pixel index, p is the pixel value of the trace, and p
is the fitted polynomial value.

The result is a set of fitted polynomials and errors for each trace
in a given region. In order to obtain a summary for all traces in the
region, the mean and variance are obtained for each coefficient and
the Ey;¢ across all of the traces; a set of 8 features for each region.

3. FEATURE SELECTION AND ANALYSIS

In the previous section, candidate features are described based on
texture and a physics-based model(PBM) polynomial curve fitting.
In this section, the methodology and results for feature set selection
and performance are discussed.

The GLCM, Wavelet and PBM features were extracted from a
library of infrared imagery containing 4525 regions. The result is a
101 element feature vector for each region. The next step is to deter-
mine which features lead to the highest classification performance.
The purpose of feature selection is to select the optimal subset of
features to reduce the feature vector dimension and eliminate non-
productive and redundant features. Since the goal is to develop a
highly separable feature space, the addition of non-productive fea-
tures reduces classifier performance; the often referenced curse of
dimensionality. In addition, the removal of non-productive features
reduces computation complexity of the classifier and feature extrac-
tion.

3.1. Feature Selection

There are many methods available for selecting feature sets, but they
all concentrate on two main issues: efficient search methods for the
optimal feature set and methods for comparing two features sets.
The following two sections provide a brief overview of these top-
ics. Detailed discussions of common feature selection techniques
are presented in many classifications texts, for example Web [8], so
we provide only a brief overview of the techniques applied.

3.1.1. Feature Selection Search Methods

For a large feature set the number of combinations of features neces-
sitates a sub-optimal search scheme. In the case of the 101 length
feature vector there are approximately 10° combinations. Clearly,
an exhaustive search is not feasible. Perhaps the simplest method
for feature selection is to measure the performance of each indi-
vidual feature and select the N highest performing features. This
method ignores the complementary nature of features and typically
results in poor performance. Other techniques employ a sequential
or tree based search scheme for evaluating features. These include
forward and backward sequential, the add R takeaway L technique,
and branch and bound. The branch and bound technique was em-
ployed in our work since it resulted in feature sets that have the
highest performance with our test data set.

3.1.2. Feature Selection Performance Criteria

The previous section discussed schemes for searching for a desired
feature subspace, but the other major consideration is determining
criteria for measuring the relative performance of two feature sets.
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Fig. 2. Feature Selection Results

Intuitively, a desired feature set provides a major distinction or sep-
aration between features of different classes. In addition, it is also
desirable if features from a like class are closely grouped together in
the feature space. Popular measures utilized include the intra/inter
distance and Mahanabolis distance. An alternative strategy is to test
the classification performance for each candidate feature set. We
chose to employ this technique with a naive Bayes classifier, since
this yielded feature sets with higher performance based on trials with
our infrared test data.

3.2. Feature Space Reduction

Employing the branch and bound feature set selection method with
trained classifier performance yields the results depicted in Fig.2.
The graph compares branch and bound feature selection with indi-
vidual performance and Principle Component Analysis (PCA). As
expected, the branch and bound technique exhibits the classic behav-
ior of feature selection with a minimum error rate around 14 features
and degrading performance as more features are added. The result-
ing features based on this selection are a mix of various wavelet,
PBM, and GLCM features. Ideally, the results should show that a
particular feature signature resulted in the best performance. It is not
computationally conservative to produce all 101 features and then
select 14; however, this result provides a excellent bound on per-
formance that can be obtained from the features considered. In the
subsequent results section we consider the practical choice for a fea-
ture set and compare against the automatic feature selection bound.

4. SIMULATION RESULTS

The proposed feature set described in section 3 was extracted from a
set of 50 infrared images. This section provides performance results
based on training classifiers with 34 images and testing against the
remaining 16.

4.1. Classification Performance

As noted above, we can consider the 14 features determined by fea-
ture selection a reasonable approximation of the upper limit on clas-
sification performance. In addition to the overhead of computing
underlying transforms to support the 101 total features, many of the
features tested are inefficient to compute. For instance, there is no
efficient algorithm for computing the GLCM. For this reason, we
refined the feature set to exclude the GLCM features. We are us-
ing the method of infrared segmentation [6] in which the wavelet



Fig. 3. Example IR Classification Result

MD is used as a dissimilarity measure. This means that the wavelet
MD is already computed for each region as part of the segmentation
procedure, so no additional processing is required. We also suggest
utilizing the PBM features since in automatic feature selection they
were observed as complementary to the texture measures. Texture is
the dominate signature in cloudy conditions and PBM in clear sky
conditions, hence the selection of the PBM and MD features assists
in making the classification robust across clear, cloudy and overcast
sky conditions.

Table 1 summarizes the results of testing 5 trained classifiers
using the 14 features selected from the branch and bound process
(labeled FS(14)), the combination of the wavelet MD and PBM fea-
tures, and using the entire 101 features (labeled All). The classifiers
evaluated include the K nearest neighbor (k=6), naive Bayes, normal
density quadratic and support vector classifiers with linear and expo-
nential kernels. As expected, the 14 selected features yield the high-
est performance and the entire feature set the lowest performance.
The combination of wavelet MD and PBM results in a slightly lower
performance than selected features, but is good tradeoff for compu-
tational complexity for most applications. It can also be observed
that the linear SVM resulted in the highest performance consistently
for all feature sets; therefore, it is applied to the following refinement
analysis.

Table 1. Classification Error Rates

Classifier FS(14) MD/PBM Al

KNN(6) 0.066 0.122 0.136
Bayes 0.078 0.112 0.124
ND(quad) 0.048 0.098 0.127
SV M (linear) | 0.025 0.036 0.041
SV M (exp) 0.126 0.128 0.124

4.2. Refining classification results

Certain classes of errors can be corrected by post processing the clas-
sification results using a higher level image analysis. These occur
when an isolated region of ground is surrounded by sky and when
an isolated sky region is surrounded by ground. The assumption
is that the first condition is impossible and the second condition is
very unlikely to occur in natural imagery. The latter condition oc-
curs infrequently when sky is visible under a structure or terrain (e.g
bridges).

The process of detecting and updating these regions is straight
forward. Each region is dilated to detect the adjacent regions. If all

of the adjacent regions are of dissimilar type, the classification result
is toggled. This process is repeated for all classified regions.

All test results utilizing this method produced increased classi-
fication performance. In no case was a correctly classified region
switched to an incorrect classification. Results of the classification
refinement based on the infrared test library are depicted in table 2.
Fig.3 shows a sample result of IR region classification on the image
depicted in Fig.1(b). The green and blue regions show areas cor-
rectly classified as non-sky and sky respectively. The red region is a
misclassified as sky, but will be corrected by suggested classification
refinement method.

Table 2. Classification Refinement (linear SVM)

Feature Set Error Rate  Refinement Error Rate
FS(14) 0.025 0.022
MD/PBM 0.036 0.029

5. CONCLUSIONS

We have shown that a feature set based on wavelet mean difference
signatures combined with second order polynomial trace features re-
sults in excellent discrimination of sky/ground regions of infrared
imagery. We also illustrated a post processing technique based on
underlying assumptions of the scene structure used to improve clas-
sification results. These results will be used to extend this problem to
other classes within the ground segment including vegetation, water,
and structures. In addition, we plan to utilize the ground/sky clas-
sification results as a basis for development of horizon extraction,
obstacle and air target detection algorithms.
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