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ABSTRACT

In order to represent 3D space, we have proposed to use the

representation that consists of multi-view video plus a single

view depth map. This format is backward compatible with

the MPEG-C Part 3 (a.k.a. ISO/IEC 23002-3). This paper

proposes a coding scheme on this 3D space representation

that is efficient even if low delay decoding functionality is re-

quired. We apply the residual prediction framework to the

view synthesis prediction errors. Experiments show that the

proposed scheme achieves up to about 7.7% bitrate reduction

compared to multi-view video coding with disparity compen-

sation, even if the depth map video is added. Furthermore, the

proposed scheme doesn’t require any syntax changes to the

conventional video coding standard and it needs few modifi-

cations on the circuits of conventional video codecs; it might

be possible to reuse almost all of the components. The back-

ward compatibility and reusability achieved by the proposed

scheme are quite important to reduce manufacturing costs and

time to market.

Index Terms— multi-view video, depth map, MVC,

MPEG-C Part 3, backward compatibility

1. INTRODUCTION

Free viewpoint television (FTV) and three-dimensional (3D)

video are attracting a lot of interest from not only the re-

search area but also the marketplace because they can provide

a highly realistic sensation, which is important in many fields,

e.g. entertainment and education [1, 2]. Many kinds of for-

mats have been proposed to represent these advanced visual

media.

Recently, the ISO/IEC JTC1/SC29/WG11 Moving Pic-

ture Experts Group (MPEG) released MPEG-C Part 3 (a.k.a.

ISO/IEC 23002-3), which is single video plus per sample

depth. This format can realize efficient and backward com-

patible 3D video because the video stream of the video map

is attached to the conventional single video stream. This back-

ward compatibility is very important in reducing manufactur-

ing costs and time to market. Unfortunately, it is impossible

to offer a very strong depth feeling and large parallax with

this format because of the large occlusion areas created in

such cases. Furthermore, it is very difficult to support free

viewpoint navigation.

� � � � � � � 	 � � � � � � 


� � � � � � � � � � � � � � � � � 	 � � � � � � 


��
��� �

� �
� ��  
! �
"�#
#
�

$# �
%&�'

�
! �
�(
)

��
��� �

� �
� ��  
! �
"�#
#
�

$# �
%&�'

�
! �
�(
*

��
��� �

� �
� ��  
! �
"�#
#
�

$# �
%&�'

�
! �
�(
$

� � � � � � � 	 � � � � � � 


� � � � � � � � � � � � � � � � � 	 � � � � � � 


��
��� �

� �
� ��  
! �
"�#
#
�

$# �
%&�'

�
! �
�(
)

��
��� �

� �
� ��  
! �
"�#
#
�

$# �
%&�'

�
! �
�(
*

��
��� �

� �
� ��  
! �
"�#
#
�

$# �
%&�'

�
! �
�(
$

Fig. 1. Proposed hierarchical bitstream structure.

Multi-view video (MVV) is another type of representation

for 3D scenes. MVV is simple but has the ability to support

3D videos that have large parallax and wide free viewpoint

navigation. MVV is very useful in storing and displaying 3D

scenes as it is; Multi-view Video Coding (MVC) is currently

under development in the Joint Video Team (JVT) of MPEG

and ITU-T VCEG to realize future FTV and 3D video appli-

cations [3].

However, a lot of operations are required if the same MVC

bitstream is to be displayed on a multitude of different termi-

nals, which have different requirements in terms of the num-

ber of views and/or the distance among views. Furthermore,

this format has backward compatibility only with the conven-

tional single view video, not with MPEG-C Part 3. This is not

preferable to the market because MPEG-C Part 3 has already

been released as 3D scene representation.

We have proposed another a format that consists of a

single view video on a certain viewpoint, depth map on the

same viewpoint of the single view video, and some differen-

tial videos [4]. We call the viewpoint of the first component

the base view. The first two components are completely the

same as the components of the MPEG-C Part 3. This format

can be encoded into the hierarchical structure illustrated in

Fig.1. As can be seen, this format has backward compatibil-

ity with the MPEG-C Part 3. Moreover this format can be

converted into MVV, because one differential video stands

for the differences between a single view video on one view-

point and a synthesized video, which is generated from the

base view video and the depth map. This makes it possible to

offer strong depth feeling, large parallax, and wide range free

viewpoint navigation.
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Fig. 2. Hierarchical encoder of MVV plus single depth video.

Unlike MVV, this format requires an encoded depth map

which raises the possibility of increasing the total bit amount.

Our solution is an efficient coding framework, where all

components are encoded by the conventional single view

video encoder as if they were regular video signals [4]. Fig.2

overviews the previously proposed hierarchical encoder. Ac-

tually, this encoder can achieve totally efficient compression,

but there is a problem with encoding differential videos with-

out any temporal prediction because differential videos have

less spatial correlation than regular videos.

To achieve FTV functionality, the images to be used for

view generation should be decoded as fast as possible and

user has free choice in requesting the view. Given this back-

ground, when low delay decoding across both time and view

is required, it is necessary to encode differential videos with-

out any temporal prediction. It is due to this requirement

that the previously proposed encoder fails to achieve efficient

compression. In this paper, we propose a new coding scheme

that achieves efficient compression while keeping as many of

the benefit as possible.

This paper is organized as follows. Section 2 provides a

brief review of the previous framework; its problems are also

discussed. We propose the new coding scheme in Section

3. The experiment and its results are presented in Section 4.

Finally, we conclude in Section 5.

2. HIERARCHICAL CODING OF MVV AND SINGLE
DEPTH WITH USING CONVENTIONAL CODER

Already mentioned above, our earlier proposal encodes MVV

after converting it into the representation that consists of base

view video, depth map on base view, and differential videos

on the other views [4]. A differential video is generated by

subtracting a synthesized video, which is generated from the

base view video and its depth map by using computer vi-

sion techniques, from the normal single view video on an-

other viewpoint. In order to achieve totally efficient compres-

sion, we also proposed to encode all the components individu-

ally by the conventional video encoder as if they were regular

video signals, and compose a hierarchical bitstream as illus-

trated in Fig. 1.
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Fig. 3. Prediction structure for low delay decoding.

This hierarchical structure is one of the features of this

framework. It realizes backward compatibility with MPEG-C

Part 3. This is highly desired by the market. Another bene-

fit of the hierarchical structure is that extremely flexible view

scalability is achieved. Thus it is possible to transmit/decode

only those views that are unnecessary. This flexible view scal-

ability is very useful in enhancing interoperability because it

becomes possible for the same bitstream to be displayed on a

multitude of different terminals and over networks with var-

ious performance attributes. Another feature of this scheme

is that conventional video encoders can be used. This feature

significantly reduces development costs and time to market.

It is obvious that there are spatial and temporal correla-

tions on depth, which expresses camera-object distance. Most

of the signals in a differential video are caused by incorrect

depth, inaccurate camera parameters, mismatch of projection

model, local illumination changes, and occlusions. Gener-

ally these factors are spatially and/or temporally correlated.

Therefore, this framework can achieve totally efficient com-

pression by using a conventional predictive video coding stan-

dard like H.264/AVC.

Unfortunately, there is almost no spatial correlation be-

tween the signals of occluded areas and unoccluded areas.

This is because most of the original video signals are removed

in the unoccluded areas but not in the occluded areas. Accord-

ingly, it is impossible to predict the signals spatially beyond

the boundary of an occlusion. In other words, compression

performance around the boundaries of occlusions is quite low

if intra prediction is applied to encode the signals on such ar-

eas in differential videos.

The occluded areas are, however, temporally correlated,

so it is possible to predict the signals if temporal prediction

can be applied. This is why the previously proposed scheme

can achieve totally efficient compression without being af-

fected by these spatial discontinuities.

Thinking about the FTV application, it is necessary to de-

code the images which are used for generating the image on

user’s selected viewpoint as fast as possible. There is no idea

which viewpoint is selected in advance. This means that it

should support a low delay decoding across both time and

view. It is possible to fulfill this requirement by using the

special prediction structure showed in Fig.3.

Following this prediction structure, all differential videos

on non-base views should be encoded without temporal pre-
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Fig. 4. Proposed non-base view video encoder/decoder.

dictions. Therefore, the previously proposed framework fails

to achieve totally efficient compression. This paper proposes

an adaptive encoding scheme that keeps the hierarchical struc-

ture of bitstream while minimizing the number of modifica-

tions that need to be made to the conventional predictive video

coding scheme.

3. ADAPTIVE RESIDUAL PREDICTION
FRAMEWORK

Fig.4 shows the proposed encoder/decoder for the non-base

views. Both base view video and depth map are coded us-

ing the previously proposed framework, in other words, they

are coded individually by the conventional single view video

coder (see Fig.2).

Already mentioned in Section 2, the degradation in coding

efficiency is mainly caused by the fact that there is almost no

spatial correlation between the differential video signals in

occluded and adjacent unoccluded areas. But there might be

spatial correlation between its original video signals in the

occluded area and those in the adjacent unoccluded area. So

it might be possible to increase the coding efficiency by using

original video signals as reference of prediction on occluded

areas.

The decoder can know the areas where occlusion is hap-

pened by checking view synthesized video, which must be

generated to decode non-base view videos, because the view

synthesis fails at occluded areas. Fig.5 shows two examples

of view synthesized pictures on different views and different

times. View synthesis was failed at the black areas, which in-

clude all the uncovered areas, not only occluded areas. There-

fore, in the proposed scheme, codec changes the reference

signals adaptively by means of the failure of view synthesis.

To be exact, if there is at least one pixel where view synthe-

sis is failed in a current coding block, this block uses local

Fig. 5. Examples of view synthesized pictures.

decoded original video signals of its non-base view as ref-

erence. Otherwise, the block uses local decoded differential

video signal as reference.

It might be possible to realize the same adaptive selection

by encoding additional information bits at each block. How-

ever, in contrast to this method, the proposed one can not only

prevent bitrate increase but also avoid syntax changes. This is

valuable in reducing manufacturing costs.

Introducing the adaptive reference raises inconsistency in

the bit depth of coding signals. This inconsistency increases

the circuit size, which raises manufacturing cost. Therefore,

the proposed scheme uses residual prediction on the view syn-

thesized error signals. These error signals are the same as

those present in the differential video signals because both are

the differences between the original video and the view syn-

thesized video. Thus this residual prediction means the pre-

diction on differential video. In the residual prediction frame-

work, the predicted signals are added to the view synthesized

signals to generate signals to predict the original video sig-

nals. As a result, the bit depth of coding signals becomes

consistent in this residual prediction framework; it is possible

to minimize the increase in circuit size.

Employing the residual prediction framework also of-

fers consistency with conventional prediction methods such

as disparity compensation prediction (DCP) in the bit depth

of both coding target signals and prediction signals. This

consistency makes it possible to use any of the conventional

inter-view prediction methods. Offering this option can pre-

vent compression efficiency from decreasing in regions where

the quality of view synthesizing is poor.

4. EXPERIMENTAL RESULT AND DISCUSSION

In order to assess the efficiency of our coding scheme, we

conducted an experiment. We used two MVC test sequences,

”Rena” and ”Akko&Kayo” for the experiment [5]. Rena se-

quence is composed of 16 views arranged in a horizontal line.

Akko&Kayo sequence is composed of 15 views arranged in a

2D array. We set the center view, numbered 46 in Rena and

48 in Akko&Kayo, as the base view. We implemented the

proposed scheme and the scheme described in [4] on JMVM,

which is a reference encoder of MVC. We used fixed QPs.

Depth map was generated by using the method described in

[6], which is based on the multiple-baseline stereo algorithm.

We used 3D warping for view synthesis. Depth map video
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Fig. 6. Total RD performances on Rena.

Table 1. Bitrate reduction and PSNR gain

vs DCP vs Conventional

Bitrate PSNR Bitrate PSNR

Rena

Conventional -1.81% -0.05dB - -

Proposed w/o DCP 2.04% 0.11dB 3.70% 0.16dB

Proposed w/ DCP 7.70% 0.35dB 10.06% 0.45dB

Akko&Kayo

Conventional -17.99% -0.80dB - -

Proposed w/o DCP -5.38% -0.28dB 11.03% 0.53dB

Proposed w/ DCP 6.17% 0.18dB 21.18% 1.04dB

was encoded losslessly with down sampling of the resolution.

We used the low delay prediction structure illustrated in Fig.3.

Fig.6 plots the rate-distortion curves on Rena. The curve

labeled ”DCP” means all non-base views were encoded by us-

ing DCP, which is the most popular method to encode MVV.

We used JMVM to create this curve. ”Conventional” shows

the coding performance achieved by the scheme described in

[4]. ”Proposed w/o DCP” stands for the performance by the

proposed scheme without using DCP: all pictures of non-base

views were encoded as intra pictures. ”Proposed w/ DCP”

shows the performance achieved by the proposed scheme us-

ing DCP: all pictures of non-base views were encoded as

inter-view pictures. Except for the bitstream labeled ”DCP”,

all the bitstreams included the depth map. Table 1 shows the

bitrate reductions and PSNR gains as indicated by the Bjon-

tegaard measure [7].

As it can be seen, the conventional scheme failed to

achieve efficient compression. This is because the signals of

the differential videos become less spatially correlated around

the boundary of occlusion areas. The proposed scheme, on

the other hand, offered higher encoding efficiency. Com-

pared to the conventional scheme, a bitrate reduction of up to

about 21.2% was achieved even for the prediction structure

with low delay. Compared to MVC with DCP, the proposed

scheme achieved up to about 7.7% bitrate reduction even if

depth map video is included in only the proposed bitstream.

Note that the big gap between ”Proposed w/ DCP” and ”Pro-

posed w/o DCP” may be caused by the poor quality of the

view synthesized videos; this means that there is a possibility

of achieving more efficient compression by using a different

view synthesize algorithm and a good depth map.

5. CONCLUSIONS

We have proposed an efficient coding scheme for multi-view

video with single view depth map. The proposed scheme has

a hierarchical coding structure in which the base view, depth

maps, and non-base views are included one by one. As the re-

sult, bitstream generated by the proposed scheme is backward

compatible with MPEG-C Part 3, which has already been re-

leased as an international standard format for FTV and 3D

video. Since the proposed scheme employs the residual pre-

diction framework, it can achieve more efficient compression

even if low delay decoding is required. The proposed scheme

doesn’t require any syntax changes and few modifications to

the circuits of the conventional video codec are required; it

might be possible to reuse almost all existing components.

The backward compatibility and reusability offered by the

proposed scheme are quite important in reducing manufac-

turing costs and time to market.

In this paper, we used 3D warping as the view synthesis

algorithm. This is one of the simplest algorithms, so explor-

ing new view synthesis algorithms suitable for the proposed

coding scheme is one of our future works. We also note that

the performance of encoding depth map is poor. Another fu-

ture work is to develop a depth encoding algorithm. The cam-

era setting on both Rena and Akko&Kayo are dense, so we

plan to check our proposal’s performance on sparse and/or

complicated MVV in order to fully determine its advantages

and disadvantages.
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