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ABSTRACT

We present a new scheme for efficient and robust video object

tracking in constrained environments. It finds its application

in security surveillance, traffic monitoring, etc. In these ap-

plications movements of objects are restricted by the environ-

ments; therefore, environment constraints can be exploited as

heuristic information for improving the performance of track-

ing. In this paper we use the distance field to represent en-

vironment constraints and integrate it into the framework of

particle filtering. Experiments on some video surveillance se-

quences demonstrate the effectiveness of our approach.

Index Terms— Object tracking, video surveillance, dis-

tance transform, particle filtering.

1. INTRODUCTION
The research into video object tracking has received much at-

tention in recent years. Various methods have been proposed

to track moving objects in video sequences, such as Kalman

filter and its variants [1], mean shift [2], and particle filter [3].

Among these methods, particle filter provides robust solutions

to the problems where linearizations and Gaussian approxi-

mations are not applicable. But due to its algorithm nature

that multiple hypotheses need to be maintained and evaluated,

its computational complexity is comparatively higher than the

other methods.

Study of effective tracking of objects in constrained en-

vironments is of significant importance since it has a wide

application scope ranging from access control of communi-

ties and buildings, traffic monitoring to military purposes. In

these applications, movements of objects are often restricted

by surveillance environments such as streets, roads, walls,

etc. Although existing generic tracking methods may work

in these applications, overlooking the impact of environment

constraints results in low tracking accuracy and low efficiency.

Some works [4] [5] try to address this problem by offline

learning from many training video sequences, and use the

learned motion pattern as heuristic information for online track-

ing. Hu et al. [5] proposed a system for learning statistical

motion patterns and applied it into traffic scenes. There is a

major drawback for these learning based approaches: a large

number of training sequences are required for good perfor-

mance, which are not always available in practice.

In this paper, we address this problem by mining environ-

ment constraints from the surveillance video and represent the

environment constraint information by the distance field using

the distance transform. The generated distance field is inte-

grated into the framework of particle filtering for robust and

effective tracking. Although the distance transform was in-

vented in the 1960s [6], and has found its application in many

areas such as image analysis [7], robot path planning [8], etc.,

to the best of our knowledge, our approach is the first to in-

tegrate the distance transform into video object tracking in

constrained environments.

The paper is organized as follows. Section 2 gives an

overview of our proposed scheme. Section 3 studies the de-

tails about extracting environment constraints, which includes

partitioning the video scene and the representation of the envi-

ronmental information by distance field. Section 4 discusses

the integration of distance fields into particle filtering for ro-

bust and effective tracking. Section 5 provides the experimen-

tal results, and Section 6 concludes the paper.

2. OVERVIEW OF THE PROPOSED SCHEME
Our approach for effective and robust tracking in constrained

environments is based on two fundamental observations: (a)

the environment under surveillance can be partitioned into

several disjointed regions according to their characteristics

and semantic meanings, and (b) objects of interest either move

within a certain region or pass across the regions. For exam-

ple, an outdoor surveillance scene often consists of streets,

buildings, lawns, etc., while a traffic monitoring scene is com-

prised of roads, sidewalks, etc. The topological configuration

of these regions forms the environmental constraints upon the

object motions. Objects of interest such as pedestrians and

vehicles exhibit certain motion patterns under the influences

of such constraints. When one moves within a region, such as

the cases of people walking along the street and vehicles trav-

eling along the lane, it tends to keep a certain distance from

the boundary of the regions. When one passes across regions,

its distance from the boundary of the regions undergoes grad-

ual increment/decrement. Based on these observations, the
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distance from the object of interest to the boundary of the re-

gions serves as an important heuristic information for describ-

ing the movement of objects under environment constraints.

Although due to different configurations and view angles of

surveillance cameras, the measured distance in the acquired

videos/images may not be the same as the real distance, it can

still effectively reflect the relative position of the object in the

environment.

Our approach consists of two major steps:

1. Extracting environment constraints.

Our scheme first partitions the scene into several re-

gions, which are semantically meaningful such as roads,

lawns, buildings, etc. Then distance transforms are per-

formed upon the partitioned scene, which yield the dis-

tance field map of the scene.

2. Particle filtering with a hybrid motion model.

Distance field is integrated into the motion model of the

particle filter to generate more effective particles so that

the computational cost can be reduced and the tracking

will be more accurate and robust.

3. EXTRACTING ENVIRONMENT CONSTRAINTS
3.1. Scene Partitioning
In order to extract the environment constraints from the video,

we first decompose the whole scene into semantically mean-

ingful regions. Let us consider a scene S = {s(x, y)} com-

posed of N pixels. The objective of scene partitioning is to

decompose this scene into a tessellation of R regions, namely,

S = ∪iΩi, i ∈ {1, 2, 3, · · · , R}, s.t. Ωi∩Ωj = φ,∀ i, j. (1)

Each region Ωi should correspond to one of the meaningful

environmental entities, such as roads, lawns, walls, etc. The

boundary between these regions can be easily obtained once

the regions have been segmented, which can be represented

by a set of boundary pixels Γ = ∪i∂Ωi, i ∈ {1, 2, 3, · · · , R}.

In this paper, we accomplish this task in two steps. Firstly,

we apply the image segmentation algorithm on the video scene,

which breaks the whole scene into several parts according

to image features. By comparing several popular segmenta-

tion algorithms, we adopt the mean-shift based segmentation

method [9] due to its low over-segmentation rate. By choos-

ing appropriate color/spatial bandwidth and large value for

the minimum region area, accurate segmentation results are

obtained for the testing sequences. For algorithm details, we

refer the readers to Comaniciu & Meer [9].

Secondly, a supervised region merging and boundary

smoothing step is applied to the segmentation output from the

first step. Since the segmentation algorithm itself does not

take the semantic meanings of the segmented regions and the

smoothness of the boundary into consideration, the scene is

possibly over-segmented, and the generated boundary is of-

ten in a ragged manner. This is not consistent with the real

environment constraints and also not convenient for further

Fig. 1. A typical surveillance scene and its distance field rep-

resentation.

processing. At this step, user inputs are incorporated as high

level information for merging over-segmented regions. The

extracted boundary is filtered with a neighborhood averaging

filter for better smoothness.

3.2. Distance Transforms
Distance Transform (DT) maps a 2-D image or a 3-D shape

into a distance field map, in which the value at each point cor-

responds to its distance to the nearest boundary point. DT was

first developed as a tool for image analysis [6] [7]. Jarvis [8]

successfully extended the DT to robot path planning, in which

a collision-free path in a structured environment could be de-

termined by following the steepest descent direction in the

distance field map. In this paper, we utilize the DT for track-

ing in constrained environments, which is the first attempt of

applying the DT to video object tracking in constrained en-

vironments to the best of our knowledge. The application of

DT in our new tracking approach is described as follows.

After the scene partitioning, we have obtained a partition

of the scene S = ∪iΩi, i ∈ {1, 2, 3, · · · , R}, and also a

boundary pixel set Γ. The generic Euclidean distance field

[7] has been defined as the value that equals to the shortest

Euclidean distance from a pixel p to the closest point in Γ:

dΓ(p) = min
x∈Γ

‖x − p‖. (2)

In this paper, we employ a linear time algorithm based on

Voronoi diagram construction, proposed by Breu et al. [10].

For the purpose of our tracking application, not only are we

interested in the value of the absolute distance, but also want

the distance field to help distinguish different regions. There-

fore, a weighted distance field representation is employed in

this paper. The value of the weighted distance field at a cer-

tain point is determined by both the shortest distance to the

boundary and the assigned weight of the region to which this

point belongs. It can be represented by the following equa-

tion:

dΓ,Ωi
(p) = w(Ωi) min

x∈Γ,p∈Ωi

‖x − p‖. (3)

In this paper, we simply assign the weights according to the

properties of the regions, namely,

w(Ωi) =

⎧
⎨

⎩

−1 if Ωi is a pathway

1 if Ωi is an accessible region

∞ if Ωi is an inaccessible region.
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The above assignment creates a distance field map which as-

sociates each point of the scene with a distance field value

and is continuous everywhere except for at the boundaries of

the inaccessible regions. A typical video surveillance scene

of a constrained environment and its distance field map is

shown in Fig. 1. Without ambiguity, the subscripts of dΓ,Ωi

are dropped, and the weighted distance field is called distance

field in the remainder of this paper.

4. OBJECT TRACKING
4.1. Generic Particle Filter
Video object tracking is essentially an estimation problem in

which states of objects are to be estimated based on video ob-

servations. The particle filter (PF) provides an approximate

Bayesian solution to the video object tracking problem by re-

cursively updating an approximate discrete description of the

posterior probability.

In the setting of video object tracking, we use xt to de-

note the state of the object of interest at time t, which usu-

ally includes the position and/or velocity information, and

use Zt = {zi}t
i=1 to represent the set of the measurements

from the beginning until time t. Depending on the selection

of measurement model, zt may be computed using color his-

togram, active contour, PCA coefficients, classification score,

or the combination of some of these models. The particle fil-

ter approximates the posterior density p(xt|Zt) using a set

of N weighted particles {xi
t}N

i=1 with corresponding weights

{wi
t}N

i=1, by p(xt|Zt) ≈
∑N

i=1 wi
t ·δ(xt−xi

t) .Therefore, the

minimum mean square error (MMSE) estimator of the object

state is straightforwardly the posterior mean, which is given

by x̂t =
∑N

i=1 wi
t · xi

t.

How to generate particles effectively so that the collec-

tion of the particles can well describe the characteristic of the

posterior distribution is the central issue for effective particle

filtering trackers. In the PF framework, particles are propa-

gated throughout time by sampling from the proposal distri-

bution q(xt|xt−1, zt). As for the widely used Sampling Im-

portance Resampling (SIR) PF, the motion model p(xt|xt−1)
is directly employed as the proposal distribution. Therefore,

a proposal distribution or motion model which can precisely

depict the motion of objects is desirable for effective tracking.

4.2. The Hybrid Motion Model
In view of the shortcomings of existing tracking methods, we

integrate the environmental information into the particle fil-

tering framework, which improves the efficiency as well as

the robustness of existing PF for tracking in constrained envi-

ronments.

Since the state of the moving object is not only determined

by the previous state, but also influenced by the environment

constraints, it is natural to bring the environment constraints,

which is represented by the distance field, into the motion

analysis. Following this idea, we first augment the state vector

x by incorporating the distance field value d at that position,

xt xt+1xt−1

zt zt+1zt−1

dt dt+1dt−1

ytyt−1 yt+1

Fig. 2. The graphical probabilistic model for the particle filter

with the hybrid motion model.

i.e. create a hybrid state vector y = {x, d}. Note that d is

a variable dependent on x. The probabilistic dependencies

among the variables are represented by a graphical model,

shown in Fig. 2. A Markovian assumption is made, which

implies that the current distance field value dt is independent

with the previous distance field values except for dt−1.

The generic motion model p(xt|xt−1) is then replaced by

a hybrid motion model p(yt|yt−1). From the Bayes rule, it

follows that

p(yt|yt−1) ≡ p(xt, dt|xt−1, dt−1)
= p(xt|dt,xt−1, dt−1) · p(dt|xt−1, dt−1)
= p(xt|xt−1) · p(dt|dt−1,xt−1),

(4)

where we also use the conditional independence property

p(xt|dt,xt−1, dt−1) = p(xt|xt−1), which can easily be

determined from the graphic model shown in Fig. 2.

From Eq. 4, it can be seen that the hybrid motion model is

proportional to the product of the motion model p(xt|xt−1)
and an ”environmental prior” term p(dt|dt−1,xt−1). By ma-

nipulating this environmental prior, the environmental con-

straints are imposed upon the generation of particles. In the

constrained environment, an object tends to move either along

a path with approximately equal distance field, or following a

path with gradually increasing/decreasing distance field val-

ues. Therefore, for any xt−1, p(dt|dt−1,xt−1) should have

larger value in the neighborhood of dt−1 and decrease when

|dt − dt−1| gets larger. In this paper, given the state vector at

previous time step xt−1, we simply choose a uniform distri-

bution which centers at dt−1 with a small interval 2h, namely,

p(dt|dt−1,xt−1) ∼ U(dt−1 − h, dt−1 + h), which discards

the particles with large deviations of distance field value from

that of the previous time step. Other simple forms of proba-

bility distribution can also be used, e.g. Gaussian distribution.

5. EXPERIMENTAL RESULTS
Experiments are conducted on some real video surveillance

sequences, and performance comparisons are made between

our scheme and the generic particle filter. The first order kine-

matic model and color histogram based measurement model

are used for both schemes, and all the designing parameters
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Fig. 3. Test results on the OTCBVS sequence. Top row: the

generic particle filter with 80 particles. Bottom row: our ap-

proach which uses 30 particles.

are kept the same. The parameter h of the environmental prior

p(dt|dt−1) is chosen to be 5.

The first test sequence is a surveillance video taken from

IEEE OTCBVS WS Series Bench [11], which can be found at

http://www.cse.ohio-state.edu/OTCBVS-BENCH/bench.html.

A person walking along a pathway is tracked throughout a

400-frame-long sequence recorded at a resolution of 320×
240 at 30 Hz. The tracking results of both schemes are shown

in Fig. 3. As can be seen, both approaches can track the ob-

ject well for this simple scenario. However, our proposed ap-

proach only requires 30 particles on average for stable track-

ing, far more efficient than the generic particle filter which

uses 80 particles in our test.

The second test sequence consists of 208 frames sampled

at 5 Hz with a resolution of 320×240 pixels, recording a per-

son walking along a road on OSU campus. This sequence

is more challenging than the first one, since the color of the

tracked person happens to be quite similar with some back-

ground objects. The tracking results and particle distributions

are shown in Fig. 4. For the generic particle filter, a total of

150 particles are used. In frame 99 and 112, a large portion

of the particles are attracted by a background object, which

results in inaccurate tracking and temporary losing of track.

For our distance field based scheme, an average of 30 effec-

tive particles suffices for good tracking results throughout the

whole sequence even when the generic particle filter fails. As

can be seen from Fig. 4(b), the distributions of the particles of

our scheme effectively cover the possible path of the tracked

object and exclude the areas which the object is unlikely to

visit, in contrast with the uninformed particle distributions in

the generic scheme.

6. CONCLUSIONS
In this paper we have proposed a new approach for efficient

and robust video object tracking in constrained environments.

Inspired by the observation that the object motion is restricted

by the environmental constraints, we first extract such con-

straints from video by scene partitioning followed by the dis-

tance transform, and then integrate this information, in terms

of distance field, into the tracking framework of the particle

filter. Experimental results have shown the computational ef-

ficiency of the proposed scheme in reducing the number of

(a) Generic particle filter

(b) Our approach

Fig. 4. Tracking results (top row) and particle distributions

(bottom row) of the 2nd test case (frame # 99, 112, 188).

particles and its robustness against background clutters.
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