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ABSTRACT

The nonsubsampled contourlet transform (NSCT) is a powerful and
versatile tool that allows a multiresolution and directional represen-
tation to be achieved. In this paper, we propose an extension of two
despeckling algorithms, proposed to restore SAR images and based
on the undecimated separable wavelet transform, to work into the
NSCT domain. The signal is modeled as affected by a multiplicative
noise. The noise—free NSCT coefficients are estimated from the ob-
served ones according to either the maximum—a—posteriori (MAP)
or the linear minimum mean square error (LMMSE) criterion. The
results show that the proposed restoration algorithms highly benefit
from the fact of working into a multiresolution and multidirectional
domain.

Index Terms— Multiplicative noise, image denoising, nonsub-
sampled contourlet transform, MMSE filter, MAP filter

1. INTRODUCTION

The Contourlet Transform, both in its decimated [1] and in its non-
subsampled [2] version, is a powerful and versatile tool that allows
sparse representation of 2—D signals to be achieved.

In this paper, we extend two despeckling algorithms [3, 4], pro-
posed to restore SAR images and based on the undecimated sepa-
rable wavelet transform, to work into the nonsubsampled contourlet
domain. We will consider the following model for images corrupted
by multiplicative noise
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where n = (n1,n2) is the pixel location, g(n) and f(n) represent
the observed and noise—free images, respectively, whereas u repre-
sents the fading variable, modelled as a random, stationary, uncorre-
lated process, independent of f and with mean E [u(n)] = 1. The
random process v’ (n) £ u(n) — 1 is zero-mean, with variance o'2.
The term v(n) = f(n) - u/(n) is a zero-mean signal-dependent
noise term, proportional to the noise—free image f(n).

The noise—free coefficients of the NSCT applied to the image are
estimated from the observed ones according to either the maximum—
a—posteriori (MAP) or the linear minimum mean square error
(LMMSE) criterion. These algorithms rely on the definition of the
equivalent filters that produce the NSCT coefficients of each sub-
band and are based on estimating their moments up to the fourth
order. The extension of the restoration algorithms into the NSCT
domain, however, is not trivial since several implementation issues
must be taken into consideration.
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2. THE NONSUBSAMPLED CONTOURLET TRANSFORM

The NSCT can be seen as a combination of a nonsubsampled pyra-
mid (NSP) and a nonsubsampled directional filterbank (NSDFB).

The NSP yields to the contourlet transform the multiscale, or
multiresolution, property. This is achieved by lowpass and high-
pass filtering the original image. Let A(z) and B(z) be the lowpass
and highpass filters resulting from the design. A multilevel repre-
sentation is obtained by iterating the process, that is applying the
lowpass-highpass decomposition to the coarse signal, until a de-
sired degree of the coarseness is obtained. At each decomposition
level, upsampled versions of A(z) and B(z) are used. The jth level
subbands are achieved by using the equivalent filters A; q(z) =
T A (2272) and Bjeq(z) = Ajoreq(2)B (227 712),
where |2 identifies the 2 x 2 identity matrix. At the end of the proce-
dure, the original input signal is expanded into several detail images
(bandpass signals) plus the final coarse (lowpass) signal. The redun-
dancy is J + 1, where J is the depth of the decomposition tree.

The NSDEFB yields to the contourlet transform the multidirection
property. The fundamental block for directional filterbank (DFB)
construction is the two—channel quincunx filter bank (QFB), charac-
terized by hour-glass and fan shaped filters, denoted as Uy(z) and
Ui(z), and by subsampling and upsampling matrices. DFBs are ob-
tained by cascading the output of the QFB with quadrant and with
parallelogram shaped filters, thus obtaining a wedge shaped tiling
of the bidimensional frequency plane. Upsampled versions of the
filters Up(z) and U (z) are used to implement the quadrant and par-
allelogram filters (see [1] for the details). The important result is
that each channel of a DFB can be seen as an equivalent bidimen-
sional filter followed by a final equivalent downsampling matrix.
Consider, for example, an eight-subbands DFB. The transfer func-
tions of the equivalent filters relative to the kth directional subband,
k=0,1,...,7, can be expressed as

U (2) = Up(2)Uy (2%7)UL (2", @)

where the indexes p, g, r, s can be either O or 1, 0 < ¢ < 3 and
Q.- and R; are appropriate downsampling matrices. For the proper
selection of these indexes, depending on the index k, and the ex-
pressions of Q, and R,; the reader can refer to [S]. The NSDFB
is achieved by simply dropping the final equivalent downsampling
matrix My, .4, whose expression can be found in [5].

The nonsubsampled contourlet transform (NSCT) is achieved by
first processing the input signal with a J-level NSP and then by de-
composing the bandpass signals by means of a NSDFB. The number
of directional channels can be different from one level to another:
2% directional output channels are realized at the jth multiresolution
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level, with [; an integer. Considering the definitions given above, the
equivalent filters of a NSCT can be expressed as:

HY(z) = Ajeqg(z), 3)
Hinea(z) = Bieo(z) UED(2), )

where 1 < j < J,0 < k < 219,

3. RESTORATION ALGORITHMS IN THE NSCT DOMAIN

In this section, the restoration algorithms proposed for images af-
fected by a multiplicative noise will be described. The methods are
extensions to the NSCT domain of the MAP and LMMSE estimators
proposed for SAR images in [3] and [4].

In the following, we will assume that independent estimators are
used for each subband. The NSCT equivalent filter H; 1 q(z) and
its impulse response will be simply denoted as H(z) and h(n), re-
spectively. Hence, the NSCT coefficients of the signal = are defined
by Wa(n) = >, h(k)z(n — k). Applying the transform operator
to the signal model in (1), thanks to the linearity of the NSCT, yields

Wy(n) = Wy(n) + Wy (n). )

The MAP estimator is obtained by maximizing the a posteri-
ori probability density function of the noise-free NSCT coefficients
(W¢(n)) conditional to the observed NSCT coefficients (Wgy(n)),
that, according to the proposed model, is equivalent to maximizing
Pwy we (Wy — We|Wi)pw, (Wy) [3]. As in [3], we will conjec-
ture that the coefficients in the transform domain obey to a gener-
alized Gaussian distribution (GGD) whose parameters locally vary.
The GGD depends on its variance and on a shape parameter. Both
parameters can be estimated pixelwise by relying on the second and
fourth-order moments of the variables of interest [3].

As to the GGD’s of interest, they are related to the non observ-
able variables W, and W}, whose moments, however, can be esti-
mated by using the moments of the observable variables g and W,
[3]. By using derivations similar to those presented in [3], we can
demonstrate that the expressions of the second and fouth moments
of W, and W, defined in the NSCT domain, are given by

(2]
E[Wm)] = Z;;; S W E o (n— )] (©)

,u[4]
RSl

1+ 602, + 4yl
+3(E [W"’(n)})

B (1+o ) Zh4

E[Wim)] ~ (n —1)]

2

¢*(n—1)])

)
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where uLk] denotes the kth moment of the random variable x,
The MAP estimator is finally defined as
/Wf (n) = argmax ¢(Wy(n)) (10)
Wy (n)

where ¢(W¢(n)) is a log-MAP functional depending on the above
four moments and whose expression can be found in [3].
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The expression of the LMMSE estimator in the case of restora-
tion into the separable undecimated wavelet domain was presented
in [4]. It involves moments of the variables that have been previ-
ously considered up to the second order. The LMMSE criterion can
be reformulated into the NSCT domain in a straightforward way as
follows:

o, ()

iy, (1)

Wy(n) = E[Wy(m))). (1)

4. IMPLEMENTATION ISSUES

4.1. Directional subbands at the first multiresolution level

Due to the tree-structure of the NSDFB, the directional subbands are
implemented by means of equivalent filters which suffer from alias-
ing at the lower and upper frequencies [2, 6]. In [2], it is suggested to
interpolate the NSDFB when filtering the coarser levels of the NSP.
Unfortunately, this solution is not effective when dealing with the
first multiresolution level [6], since the passband of the NSP com-
prehends the frequencies from +/2 to 4, which are affected by
the aliasing of the NSDFB at the higher frequencies.

The proposed solution consists of interpolating the first level of
the NSP by a factor two before applying the directional filterbank.
This operation shrinks the passband of the NSP between £7 /4 and
+7/2, so that the interpolated NSP coefficients are not affected by
the area of the NSDFB frequency response in which aliasing occurs.
In order to maintain the perfect reconstruction, a very simple solu-
tion is obtained by using as interpolating filter on both the rows and
the columns an half-band filter. As to the reconstruction, it suffices to
decimate by a factor two the output of the synthesis NSDFB before
applying the synthesis NSP.

The estimation procedure of the moments of the first level is
slightly modified in order to cope with the interpolation. Denoting as
We 1,k (z) the output of the kth subband at the first multiresolution
level after interpolation, we have

Wa,ix(z) =UL%.) (2)8(2) Bi,eq(272)G(2°2)

(12)
=H k.cq(2)G(27?)

where S(z) indicates the interpolating filter and G(z) is the Z-
transform of g(n). Hence, the moments can be estimated by filtering
an interpolated version of g with the equivalent filters Hy j cq(2).

4.2. Estimation of moments by using local averages

The estimation of the moments of Wy and W, is based on the knowl-
edge of the moments of the observable quantities g and Wy. In the
implementation of the filter, these moments will be approximated by
local averages, assuming that the underlying signal is locally station-
ary and ergodic. The moments of g will be estimated as

Elg” (n)] > p)g" (n+1), (13)

ieSw

~ g =

where Sw indicates the support of the averaging window, v = 2,4,
and p(i) are suitable normalized weights. Usually, Sw is a square
N x N (N odd) window centered at i = (0, 0), and the coefficients
p(i) are taken from a Gaussian window.

As to the moments of W, it is observed that the undecimated
contourlet coefficients are locally correlated, with a correlation pat-
tern depending on the equivalent downsampling matrix My, . In



order to apply the locally stationary and ergodic assumption, the sup-
port of the signal used to estimate the local averages should depend
on the equivalent downsampling matrix, that is only samples belong-
ing to the lattice generated by My, ., should be considered. Hence,
the estimator of the moments of ¥/, can be expressed as

EW, ()]~ Wi(m) = Y pH)W, (n+My,ei).  (14)

iesy

4.3. Border extensions

Perfect reconstruction at the borders is obtained by means of either
periodic or symmetric extensions for the NSP, whereas only periodic
extension can be used for the NSDFB when implemented with the a
trous algorithm. Conversely, when the equivalent filters are used to
estimate the signal moments only one of the two types of extension at
the borders can be implemented. As a result, we may have different
types of extensions at the borders for the NSCT coefficients and for
the estimates of the moments. The following solutions are proposed:

symmetric solution: use the equivalent filters also to compute
the NSCT coefficients (NSCT-S). In this case a symmetric extension
can be used for both NSCT and moment computations. The main
advantage is that both NSCT coefficients and moment estimates are
derived relying on the same filters. The drawback is that filtering
with an equivalent and not separable filter can be very expensive;

mixed solution: use the equivalent filters with symmentric exten-
sion for the moments and a trous algorithm (NSP with symmetric,
NSDFB with periodic extension) to compute the NSCT coefficients
(NSCT-M). In this case we maintain the advantage of an a trous im-
plementation. However, the moment estimates obtained through the
equivalent filters may not reflect the properties of the NSCT coeffi-
cients near the borders;

periodic solution: use the a trous algorithm with periodic ex-
tension for both the NSP and the NSDFB, and the equivalent filters
with periodic extension for moment estimation. In this case, both
a trous implementation and equivalent filters yield the same behav-
ior. A possible drawback is that periodic extension can lead to some
artifacts near the borders, due to the introduction of discontinuities.

4.4. Equivalent filter truncation

The estimation of the moments of W, and W, requires to filter some
moments of g with the equivalent filters raised to the second and the
fourth power. In this case no a trous algorithm can be used, since
the prototype filters yielding both %(n) and h*(n) are not defined.
Moreover, due to their usual large dimensions, computations using
the non-separable equivalent filters may be very cumbersome.

As a practical solution, we propose to truncate the equivalent
filters when they are used to estimate the moments. The new di-
mension of the filters are chosen so that 99% of the filter energy is
retained. It is observed that such a strategy permits a reduction up
to 1/10 in both filter dimensions, with a complexity reduction up to
1/100. Note that the approximation on the moments estimates can
be assumed as negligible.

5. EXPERIMENTAL RESULTS

The performance of the proposed methods has been assessed by
means of images affected by synthetically generated multiplicative
noise. Two test images were used: “Barbara” and “Lena”. We have
assumed that the fading variable w is distributed as a I'(L, L) func-

LY L—1

tion, i.e., pu(u) = Fizyu e~ L. This assumption is consistent
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Table 1. PSNR values obtained with the different filters.

MAP estimator on “Barbara”
L Raw | UWT | NSCT-S | NSCT-ST | NSCT-MT
1 12.31 | 22.84 23.30 23.20 23.17
4 17.99 | 26.41 26.99 26.90 26.90
16 | 23.99 | 30.36 30.81 30.75 30.80
MAP estimator on “Lena”
L Raw | UWT | NSCT-S | NSCT-ST | NSCT-MT
1 12.09 | 26.21 26.54 26.45 26.37
4 17.78 | 29.59 29.93 29.78 29.78
16 | 23.74 | 33.06 33.39 33.26 33.24
LMMSE estimator on “Barbara”
L Raw | UWT | NSCT-S | NSCT-ST | NSCT-MT
1 12.31 | 22.46 23.06 2291 22.88
4 17.99 | 26.05 26.78 26.67 26.67
16 | 23.99 | 30.20 30.78 30.71 30.74
LMMSE estimator on “Lena”
L Raw | UWT | NSCT-S | NSCT-ST | NSCT-MT
1 12.09 | 24.23 25.14 24.84 24.77
4 17.78 | 28.27 29.18 28.94 28.90
16 | 23.74 | 32.42 33.07 32.93 32.90

Table 2. Approximate computation times (in seconds) for the pro-
posed algorithms.

UWT | NSCT-S [ NSCT-ST | NSCT-MT
MAP 2510% | 1.710% 6.510° 2.0 10°
LMMSE 25 9.510° 5.510° 1.210°

with the “intensity” signal model of coherent imaging systems, like
Synthetic Aperture Radar (SAR), processed with L-looks averaging
[7]. Note that the only knowledge we need about the fading variable
consists of its moments up to the fourth order.

The images have been processed in the NSCT domain, both with
the MAP and the LMMSE estimator. The NSCT domain consists
of 4 multiresolution levels. The number of directional subbands
in each multiresolution level, from finer to coarser, is 8, 8, 4, 4.
The results are compared with those obtained with the undecimated
wavelet transform (UWT) [3, 4] by using the same number of mul-
tiresolution levels.

The NSCT subbands were obtained by using the “maxflat” and
the “dmaxflat7” filters [2], for the NSP and the NSDFB, whereas 9/7-
taps biorthogonal filters were used for the UWT. As to the NSCT im-
plementation, we consider the following filters: NSCT-S (symmetric
solution), NSCT-ST (symmetric solution with truncation), NSCT-
MT (mixed solution with truncation). The implementation using pe-
riodic extensions always achieved a worse result than NSCT-S and
NSCT-M, therefore its performance has not been reported.

The results for both MAP and LMMSE estimators are reported
in Table 1. Several noise levels, indicated with the number of looks
L, have been used.

As to the computational complexity, the times needed to run the
above referred algorithms are shown in Table 2. A Matlab® imple-
mentation running on a laptop equipped with a Centrino® 1.73 GHz
processor has been used.

From these tables it can be observed that using truncation and
the a trous algorithm yields in general only a slight degradation of
the performance in terms of PSNR whereas they strongly reduce the
computational burden. From the comparison between the MAP and
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Fig. 1. A detail of the restored images ‘“Barbara”: original (a), noise-
corrupted (L = 4) (b), LMMSE estimator in the UWT domain (c),
LMMSE estimator in the NSCT domain (d), MAP estimator in the
UWT domain (e), MAP estimator in the NSCT domain (f).

the LMMSE estimator it can be understood that the former is su-
perior to the latter, according to the fact that LMMSE estimator is
optimum only in the case of Gaussian signals, whereas tha MAP
estimator exploits more information we have about the signal. Fi-
nally, from the comparison between the results obtained in the UWT
and in the NSCT domains it is apparent that the NSCT outperforms
the UWT. This fact confirms that using a representation able to dis-
criminate directional features yields a significant improvement in the
application of denoising images affected by multiplicative noise.

These considerations about the performance of the different rep-
resentations and estimators are confirmed by an inspection of some
visual results. In Fig. 1 the original and noisy versions (L = 4)
of a particular of “Barbara” and the restored images obtained by us-
ing the LMMSE and MAP estimators in the UWT and in the NSCT
domain are presented.

Finally, the effectiveness of the solution proposed for the first
multiresolution level can be verified in Fig. 2. As can be seen, the
interpolation of the first level greatly reduces the aliasing effects,
which are visible in the high frequency directional artifacts.
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(b)

Fig. 2. A detail of the restored images “Lena” using MAP estimator
in the NSCT domain: first multiresolution level is not interpolated
(a), first multiresolution level is interpolated by a factor two (b).

6. CONCLUDING REMARKS

We have investigated the restoration of images corrupted by multi-
plicative noise in the nonsubsampled contourlet domain. Both the
LMMSE and the MAP filters, previously proposed in the undeci-
mated wavelet domain, were adapted for working with the direc-
tional transform. Several issues were tackled with, including the
problem of directional aliasing at high frequencies, the impossibil-
ity of defining an exactly equivalent filter due to the extension at the
borders, and the growth of complexity due to non separable filter-
ing. The results show that the filters defined in the NSCT domain
outperform the previous filters. Moreover, the proposed solutions
show that the complexity of filtering in the NSCT domain can be
noticeably reduced at the cost of a very small performance loss.
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