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ABSTRACT

This paper presents a novel unsupervised method for anchor shot de-
tection using spectral clustering with multi-modal features. Unlike
previous unsupervised studies where the acoustic trajectory features
can not be combined with visual features directly, only a pairwise
distance matrix from each attribute is needed instead of individual
samples so that diverse information from heterogeneous features can
be integrated in a uni ed manner. Experimental evaluation on a sub-
set of the TRECVID 2004 dataset showed that an appropriate in-
corporation of the acoustic information with visual information will
improve the F1 score from 0.68 for visual information only system to
0.87 in our unsupervised anchor shot detection system. Also a com-
parison study on the same dataset with a supervised system showed
that the performance of our unsupervised system approach that of
the supervised system.

Index Terms— anchor shot detection, spectral clustering

1. INTRODUCTION

Broadcast news video is well structured: from frames to shots, scenes
and stories. To make the implicit structure explicit is crucial in
content-based video indexing and retrieval. Part of the structure in-
formation is the change points of many semantic units and events,
e.g., video story boundaries and speaker change times. Many studies
have been conducted at different levels. By now, the shot boundary
detection and keyframe extraction are mostly well-established tech-
niques [1] [2]. In a top-down framework, the broadcast news can be
modeled with a hidden Markov model (HMM) [3] or a probabilistic
context-free grammar (PCFG) such that the change points or more
complicated structure information can be obtained from a decoding
procedure or a parsing tree. While in a bottom-up detection-based
framework, low-level semantic event and concept detectors are used
to reveal the high-level hidden structure. And many discriminative
models have been investigated, e.g., support vector machine (SVM)
[1] and maximum entropy (ME) model [4] . Semantic concept de-
tection at the shot level is of great importance for high-level video
applications, e.g., anchor shot detection for story segmentation, cap-
tion and text shot detection for video story summarization, etc. In
an anchor shot detection, we try to nd all the shots with one or
two anchorpersons in a studio background. Our preliminary exper-
iments on a 17-hour broadcast new video dataset show that if the
anchor shot location was treated as the news story boundary, this
feature alone can achieve an accuracy of 61.7% in story segmenta-
tion. Similar results have been veri ed by many studies. Research
work on signi cant feature selection for story segmentation using an

information gain criterion also shows that anchor shot is the most
important feature in story segmentation [3].

Previous studies on anchor shot detection include both super-
vised and unsupervised methods [5][6]. Almost all systems use only
visual features and face information from keyframes. To utilize the
spatial information in anchor shots, some researchers employed pat-
tern matching with several pre-de ned spatial structures [7]. A su-
pervised system using SVM gave an average accuracy of 91.3% on
TRECVID 2005 dataset [6]. While, unsupervised anchor shot de-
tection usually result in an average accuracy about 60%-80% [3].
Although supervised systems have better performance for speci ed
channels and programs, and can be used in on-line processing, its
limitation is obvious: the production rules and the style are varying
from channel to channel and from time to time.

Generally speaking, unsupervised anchor shot detection systems
perform clustering on the shots with detected faces using visual fea-
tures, such as a color histogram [3]. In another unsupervised system,
graph-theoretical clustering (GTC) with minimum spanning tree is
used with only visual features and a face detector [5]. In all these
unsupervised systems, cues from audio track were ignored. Part of
the reason is that it is not trivial to nd suitable representations for
multi-modalities to integrate the heterogeneous features into a uni-
ed framework.
In this paper, we propose a novel unsupervised learning frame-

work to represent multi-modal features in a uni ed and systematic
manner. Spectral clustering with multi-modal features from video,
audio and high-level information are investigated thoroughly. Ex-
perimental results show that fusion of acoustic features indeed pro-
vide complementary information and the anchor shot detection per-
formance can approach those results only achievable in supervised
systems.

2. SPECTRAL CLUSTERING

Spectral clustering was originated from graph partitioning based on
spectral graph theory [8] and has been intensively studied in machine
learning community [9].

2.1. Spectral clustering algorithm

Given n vectors,X = (x1, x2, · · · , xn), xi ∈ R
d, a weighted undi-

rected graph G = (V, E) is constructed to encode the neighbor-
hood structure of X . Here V is the vertex set and E is the edge set.
Each edge ei,j connecting nodes i and j is associated with a weight
d(i, j) > 0. An af nity matrix A, is formed for G to represent the
pairwise similarity. In practice, the af nity matrix is often obtained
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using kernel tricks to project the data into a high dimensional feature
space and a Gaussian kernel is the most used one.

Aij = exp(−
d(i, j)

σ2
) (1)

σ is the size of the Gaussian kernel and used as a scaling parameter.
There are many variants of spectral clustering algorithms. The

major difference is in the construction of the af nity matrix. Here
we follow Ng’s algorithm [9].
1. De neD = diag(d1, d2, · · · , dn) to be the degree matrix of

A, here di =
∑n

j=1
Aij . And construct a normalized af nity

matrix L as follow,

L = D
−

1

2 AD
−

1

2 (2)

2. Find the k largest eigenvectors of L, and form a matrix U by
stacking the eigenvectors in columns,U = [u1, u2, · · · , uk] ∈
R

n∗k.
3. Form a matrix R from U by normalizing each row of U to
have unit length. A row vector in R is a new feature vector
associated with each node. Now All the nodes are on a unit
sphere in the spectral space spanned by the k largest eigen-
vectors.

4. Cluster the rows of R into k clusters with a k-means algo-
rithm or any other clustering algorithms.

2.2. Advantages of spectral clustering

Spectral clustering has many advantages over conventional cluster-
ing algorithms. First, kernel techniques are used to project the data
into a high-dimensional feature space in which the clusters can be
more spatially distinct and compact. Second, spectral clustering
is also a nonlinear dimensionality reduction method. The actual
clustering process is performed in a low-dimensional spectral space
spanned by the rst k largest eigenvectors of the normalized af nity
matrix. It’s more ef cient and robust for initialization. Third, the-
oretical analysis shows that spectral decomposition can reveal the
block structure of the af nity matrix, which is related to the num-
ber of intrinsic clusters [9]. Finally, in spectral clustering, only a
distance matrix is needed instead of individual samples for each at-
tribute or a centroid of a cluster. For instance, it’s hard to nd a
centroid of a group of audio segments with different durations. So
it’s dif cult to integrate acoustic features into conventional k-means
based clustering algorithms. Whereas, the shot-wise distance ma-
trix from acoustic features or other attributes can be obtained eas-
ily. These properties make spectral clustering a better choice for
integrating heterogeneous information encoded in attribute distance
matrices in unsupervised anchor shot detection.

3. MULTI-MODAL FEATURE REPRESENTATION

For anchor shot detection, there is rich of information about anchors
embedded in the video and audio signals. Next we describe the vi-
sual, acoustic and high-level features used in this paper.

3.1. Visual feature representation

Intuitively, visual similarity is the most salient cue for anchor shot
detection. Also the spatial structure of the keyframes from anchor
shots are helpful. The following visual features have been shown
to be effective in TRECVID evaluations [10] and the exact feature
extraction procedures are adopted in this paper.

Color histogram Color histogram represent the global color distri-
bution and it is invariant to af ne transformation.

Grid color moment Grid color moment is used to compensate the
lackness of local information in color histogram. By this way,
part of the spatial information was encoded into visual feature
vectors.

Edge direction histogram An edge direction histogram represents
the distribution of directions of edges in an image.

Gabor lter texture Gabor lter banks are used for texture feature
analyzing and representation.

3.2. Audio feature representation

A Gaussian mixture model (GMM) was estimated from audio track
for each shot segment. Let Oi be the acoustic observations associ-
ated with the ith shot segment, and Mi be the acoustic model esti-
mated from Oi. The normalized cross log-likelihood ratio (CLLR)
[11] is de ned as following,

CLLR(i, j) =

∣∣∣∣∣
1

Ni

log
p(Oi|Mi)

p(Oi|Mj)
+

1

Nj

log
p(Oj |Mj)

p(Oj |Mi)

∣∣∣∣∣ (3)

The CLLR is a symmetric and non-negative dissimilarity measure
between Oi and Oj . It’s has been used in speaker identi cation and
speaker segmentation.

3.3. High-level feature representation

Face detection is conducted by a cascade of a collection of weak
classi ers [12]. For one-anchor shots, a Gaussian modelMone is es-
timated to represent the position of the detected face regions and face
sizes. While for two-anchor shots, a GMM Mtwo was constructed
in a similar way. Figure 1 shows the 2-D histograms of detected
face positions in one- and two-anchor shots. In our study, these two
models are used in target cluster selection and false alarm pruning.
Although the face detection result is not perfect with some missing
and falsely detected faces. Our experiment results show that 97.1%
of the manually labeled anchor shots are covered by the shots with
detected faces. On the other hand, the shots with detected faces ac-
count for about 30% of all the shots. So working only with shots
with detected faces will greatly reduce the computation complexity.
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Fig. 1. 2-D histogram of face position in anchor shots.

4. PREPROCESSING AND POSTPROCESSING

Although spectral clustering is straightforward for simple tasks, when
dealing with heterogeneous distance matrices from diverse attributes
in anchor shot detection, there are several preprocessing and postpro-
cessing steps needed to be investigated carefully.
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4.1. Matrix normalization and combination

The original spectral clustering works on single af nity matrix. We
extend it to integrate multiple heterogeneous features. A weighted
sum of all normalized af nity (or distance) matrices was used. Both
distance and af nity matrix combination schemes were studied. When
a Gaussian kernel is used, an addition of normalized distance matri-
ces is equivalent to a multiplication of af nity matrix with different
scaling factors:

A =
I∑

i=1

wi ∗ Ai (4)

Where Ai and wi are the af nity (or distance) matrix and weight for
the ith attribute. These weights are critical factors in combination.
They re ect the relative importance of each attribute. And they are
application dependent and prior knowledge is needed for an appro-
priate choice. So each wi is chosen by cross-validation.

In order to make effective feature integration, it’s necessary to
perform matrix normalization before a matrix combination. To en-
sure that normalization doesn’t change the eigenvectors and the spec-
tral space, a variance scaling normalization is conducted on either
distance or af nity matrices. Such normalization procedures make
distance (or af nity) matrices from different attributes having the
same standard deviation and comparable for easy combination.

4.2. Cluster number selection

Cluster number selection or more general model order selection is
a dif cult problem. One advantage of spectral clustering is that the
eigen-structure of the normalized af nity matrix can reveal the in-
trinsic structure of the data. In some ideal cases, the multiplicity of
eigenvalue 1 is the cluster number. In more general cases, based on
the matrix perturbation theory, the eigengap indicating the stability
of the eigen-structure is used to determine the number of clusters [9].
A big drop in eigengap could indicate the true cluster number.

δk = 1 −
λk+1

λk

(5)

Where, λk is the kth largest eigenvalue and δk is the kth eigengap.
Also, some other cluster validity scores, such as Rand index and
Hubert index can be used for cluster number selection [13]. In our
experiment, the cluster number selected by eigengap is not as good
as the cross-validation method in terms of detection performance.
The cross-validation chooses the cluster number to 3 and 4.

4.3. Target cluster selection

The face information (positions and sizes) x from a face detector and
the two estimated face information models Mone and Mtwo were
used to select the target cluster. For each shot with detected faces,
a log-likelihood p(x|Mone) or p(x|Mtwo) is computed depending
on the number of detected faces. The standard deviation of the log-
likelihoods within each cluster is used as the criterion. The cluster
with the minimum standard deviation was selected as the target an-
chor shot cluster.

4.4. Pruning in target cluster

Within the target cluster, the outlier shots that have extreme log-
likelihoods will be removed from the target cluster. Previous studies
show that anchor shots usually have a duration longer than 2 seconds.
So the duration and motion quantity of each shot were also used to
eliminate false alarms to improve the precision.

5. EXPERIMENT SETUP AND RESULT ANALYSIS

A subset from TRECVID 2004 [14] is used for the anchor shot de-
tection evaluation. It consists of 34 video clips with a total length of
about 17 hours. The data are CNN and ABC broadcast news video
of year 1998. For a reliable evaluation, all the anchor shots were
manually labeled for this dataset.

The shot segmentation and keyframe extraction are conducted
with a publicly available tool VideoAnnEx [2]. The audio track is
demultiplexed from the MPEG stream with 16 KHz sampling rate
and 16 bits. Mel frequency cepstral coef cient (MFCC) features
were extracted from audio signals in a conventional way [15].

The performance of an anchor shot detection system is usually
evaluated with precision and recall measures used in information re-
trieval. Meanwhile, a single F1 score which combine the recall and
precision is also used for performance comparison.

5.1. Comparison of combination strategies

The rst experiment was to compare the distance and af nity ma-
trix combination schemes mentioned in section 4.1. Table 1 shows
the average performance measure in both schemes. Although the
combination of distance matrices had a slightly better F1 score, both
Wilcox matched-pairs signed-rank test (p-value = 0.24) and the
student-t test for one sample (p-value= 0.19) can not reject the null
hypothesis (the median or mean difference in F1 score between two
combination schemes is zero). So we conclude that the difference
between the two combination strategies in terms of F1 score is not
statistically signi cant.

Table 1. Two combination strategies.

Precision Recall F1
af nity combination 83.1% 89.7% 0.863
distance combination 86.5% 87.6% 0.871

5.2. Weighting parameters interpretation

The second experiment was to investigate the effects of weighting
parameters mentioned in section 4.1 on detection performance. Fig-
ure 2 shows the F1 scores under different weighting parameters.
Here, μ is a weight for acoustic af nity matrix and 1−μ is a weight
for visual af nity matrix. This value indicates the relative impor-
tance of visual features and acoustic features in unsupervised anchor
shot detection. When μ = 0.0, it means only visual features were
used in clustering, the F1 is about 0.68. When μ = 1.0, it means that
only the acoustic feature was used in clustering, the F1 is about 0.52.
While when μ = 0.35, F1 peaks at about 0.87. We can draw several
conclusions from this gure. First, the visual feature is more signif-
icant than acoustic feature for anchor shot detection. Second, when
visual features are combined with acoustic features with an appropri-
ate weight, the detection performance can be improved dramatically.
It demonstrates the effectiveness of combining of heterogeneous fea-
tures.

5.3. Effectiveness of pruning

The third experiment was to verify the effectiveness of the false
alarm pruning strategies mentioned in section 4.4 and the experi-
ment result is listed in Table 2. Similar hypothesis testing procedures
showed that the F1 score after false alarm pruning is signi cantly
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Fig. 2. F1 score vs. weighting factor μ.

better than that before pruning. It’s clear that pruning can greatly
improve the precision from 79.9% to 86.5%, while the recall will be
slightly reduced from 89.4% to 87.6%.

Table 2. Effectiveness of pruning.

Precision Recall F1
w/o pruning 79.9% 89.4% 0.844
w/ pruning 86.5% 87.6% 0.871

5.4. Comparison with a supervised system

The fourth experiment was to compare the proposed unsupervised
anchor detection system with a supervised system using SVM [6]
and the LIBSVM [16] toolkit was used in our implementation. Ta-
ble 3 shows the performance of our supervised system. It’s clear
that the performance of our unsupervised system (F1 = 0.871) ap-
proach the performance of the supervised system (F1 = 0.891). Also
we have tried to incorporate the acoustic information into the su-
pervised system to further improve the performance. The acoustic
information of each shot can not be fused with visual features di-
rectly in supervised system. Because we are building a general an-
chor shot model, not for a speci ed anchorperson, for each shot, the
statistics from the 20 smallest acoustic distance were computed and
used as acoustic features for this shot. Experiment results in Table 3
show that the integration of shot-wise acoustic distance can further
improve the performance of the supervised system. Although the
improvement in F1 score is not signi cant, the precision has been
signi cantly improved. Some of the reason is that by incorporating
the statistics from acoustic distances, part of the global consistency
for anchor shots within each video clip was captured instead of only
local visual features from single shot.

Table 3. Supervised anchor shot detection.

Precision Recall F1
visual 93.3% 85.3% 0.891

visual + acoustic 95.1% 85.8% 0.902

6. SUMMARY

In this paper, we proposed a novel unsupervised framework for an-
chor shot detection in broadcast news video. By using a spectral
clustering algorithm in which only the pairwise distance matrix for
each attribute is needed, diverse information from heterogeneous

features can be integrated in a uni ed manner. Experiment results
show that such an integration can greatly improve the performance of
the unsupervised system. And the performance of the unsupervised
system can approach the performance of the supervised system.
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