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ABSTRACT

Distributed Video Coding (DVC) has recently been proposed for
emerging scenarios, where sources of correlated video do not com-
municate, as in some video-surveillance applications, or to simplify
the coder for video equipment with power consumption constraints.
In this paper we propose and compare different DVC schemes. In
particular, we propose the use of the wavelet transform and analyze
the performance of encoders based on turbo-codes and on a novel
modulo-reduction procedure. The proposed schemes do not need
feedback from the receiver and use statistical models for the esti-
mation of the required bit-rate. Experimental results show that the
proposed schemes have good performance when compared with sim-
ilar asymmetric video compression schemes, and that DVC can be
an interesting option in appropriate scenarios.

Index Terms— Distributed video coding, Source coding,

1. INTRODUCTION

Distributed Source Coding (DSC) refers to the compression of mul-
tiple correlated sources that do not communicate with each other.
These sources send their compressed outputs to a common decoder
that performs joint decoding. In this situation the challenging prob-
lem is to achieve the same ef ciency of a joint coder without requir-
ing that the source encoders communicate with each other. Specif-
ically, let {(Xi, Yi)} be a sequence of independent and identically
distributed drawings of a pair of correlated discrete random variables
X and Y . In [1], Slepian and Wolf showed that R = H(X,Y ),
i.e., the minimum rate required when X and Y are coded jointly,
is also suf cient when X and Y are coded in a distributed sce-
nario, where the coders for X and Y operate separately. This re-
markable result of Information Theory has been extended to lossy
source coding by Wyner and Ziv in [2]. Recently, several practi-
cal schemes based on the distributed source coding principle have
been proposed for video coding. As originally proposed by Wyner,
these schemes are based on the use of channel codes [6, 7, 8]. The
reference scheme of [9], with two separate coders and a joint de-
coder, assumes that the video sequence is divided into key frames
(i.e., the odd frames of the sequence), and Wyner-Ziv (WZ) frames
(the even frames). One coder codes the key frames without knowl-
edge of the WZ frames and send them to the decoder. The decoder
computes, by interpolating the key frames, a prediction of the WZ
frames that will be used as side-information in the distributed cod-
ing paradigm. In [9], each bit plane of the pixels of the side infor-
mation frames is modeled as a corrupted noisy version of the cor-
responding bit plane of the WZ frames. Thus, the WZ frames can
be compressed, without access to the the key frames but assuming

knowledge of the joint distribution, by sending only the parity bits
of a systematic turbo coder, that the joint decoder will use to cor-
rect the bits in which the WZ and the side information bit plane
differ (see Fig. 1). By modelling XK as a length-K vector of i.i.d.
binary random variables, and Y K as the output of a memoryless
binary symmetric channel with cross-over probability p and input
XK , optimal coding/decoding can be performed by using an ideal
channel coder achieving capacity. In this case, the redundancy rate
to recover XK from Y K , with vanishing error probability as K in-
creases, would be equal toH(p) = −p log2 p−(1−p) log2(1−p) =
H(X|Y ) bit/symbol. The described distributed scheme would re-
quire H(X,Y ) = H(Y ) + H(X|Y ) bit/symbol, as predicted by
the Slepian-Wolf result. The scheme described in [9] is extended
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Fig. 1. DVC: 1. The WZ coder transmits the parity bits for the
bit-plane XK ; 2. The decoder computes the side information, i.e.,
a noisy version Y K of XK , and recovers XK using a systematic
turbo decoder with input Y K and the parity bits.

to the transform domain in [10], where the bit-planes of the Dis-
crete Cosine Transform (DCT) of the WZ frames are compressed as
described before. In [3], Pradhan and Ramchandran presented a syn-
drome based coding/decoding procedure, successively extended to a
video coding system in [4].

In this paper we consider different approaches based on the dis-
tributed source coding paradigm. In particular, we propose the use
of the wavelet transform, instead of the DCT transform of [10]. In
[10], the Authors suppose that the decoder can request, via a feed-
back channel, additional bits until turbo-decoding gives correct re-
construction, within a small probability of error. In this paper, we
consider a more realistic scenario where key-frames are actually
coded, and where a CRC is added to the WZ bit stream, in order
to recognize when the turbo-decoder reconstruction is successful.
We also propose a procedure to estimate the required WZ bit rate in
case no feedback channel can be used. Finally, we propose a novel
DVC scheme which makes use of a modulo-reduction transforma-
tion before actual coding of the WZ frames. This scheme does not
require any feedback channel and does not make use of turbo-codes.
In the experimental section, these schemes are compared with intra-
coding of the WZ frames and intra-coding with maximum likelihood
estimation at the decoder.
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2. WAVELET DOMAIN DVC

In the following, we will describe the procedures to code the WZ
frames, since we suppose that the decoded key frames are available
at the receiver. We consider two scenarios. In the rst, the WZ
frames are encoded independently of the key frames, and the key
frames are encoded and decoded using a conventional intraframe
codec. This is the original framework considered for Wyner-Ziv cod-
ing, e.g., in [9, 10]. In the second scenario, all frames (key frames
and WZ frames) are available at the encoder. This scenario is inter-
esting for the design of a low-complexity video coder, with no mo-
tion compensation, and where half of the frames (theWZ frames) are
coded using distributed source coding techniques. This framework
is considered, for example, in [5].

Wyner-ZivWavelet Domain. We propose a modi cation of the
scheme presented in [10]. We operate on the Wavelet Transform of
theWZ frames, with the advantage to possibly allow for multiresolu-
tion and bitstream scalability. At the encoder, the wavelet transform
coef cients are grouped together to form coef cient subbands. Each
subband is then quantized using a uniform quantizer and, for each
subband, the corresponding bit-planes are independently coded us-
ing a Rate Compatible Punctured Turbo (RCPT) turbo coder. We
transmit the parity bits relative to all the wavelet coef cients of each
subband. At the decoder, the side information is generated from the
key frames using a temporal interpolation based on Motion Com-
pensated (MC) interpolation with symmetric motion vectors [12].
As explained before, the parity bits are used to recover the bit planes
of the wavelet transform of the WZ frames from those of the side-
information.

Puncturing allows to transmit a subset of the parity bits gener-
ated at the encoder. As mentioned before, in [10] a feedback channel
is used to request additional parity bits until correct decoding is pos-
sible. In our implementation, instead, we consider the transmission
of a 16 bit CRC code for each bit-plane. If the transmitted CRC
does not match with the decoded bit-plane, the decoder requests ad-
ditional parity bits from the encoder buffer until the reconstructed
bit-plane matches the CRC and the decoding is declared to be suc-
cessful.

As in [10], the iterative turbo decoder uses information about
already decoded bit planes to improve a-priori knowledge while de-
coding the next bit plane. Moreover, since the WZ frames are typi-
cally quantized more coarsely than the key frames, the decoder im-
plements a Maximum Likelihood reconstruction strategy, where the
WZ wavelet coef cient is reconstructed as the value in the quantiza-
tion interval which is closest to the value of the side-information.

Wyner-ZivWavelet Domain with rate estimation. This scheme
does not use a feedback channel, which might not be available, e.g.,
in video streaming for delay sensitive applications. Since the de-
coder cannot make requests to the WZ encoder, it is necessary that
the latter estimate the required parity bits for each wavelet coef -
cient bit plane. To this respect, at the encoder we need an estimate
of the bit error probability between the WZ and the side information
wavelet coef cient bit planes. Note that, in both scenarios we are
considering1, the side information is not available at the encoder.

Let us denote with Xj(t) and Yj(t) the wavelet coef cient of
subband j and frame t in the WZ and side information frames, re-
spectively. We assume a Laplacian distribution for the difference

1Even if the WZ encoder can access the key frames, we do not want to
locally calculate the side information, since this is a complex task, involving
motion estimation, that can be done at the decoder, but not at the encoder.

ej(t) = Xj(t)− Yj(t), namely,

fej (t)(a) =
αj(t)

2
e−αj(t)|a|, (1)

and that Xj(t) and ej(t) are independent. The parameter αj(t)
or, equivalently, the variance σ2

j,t = E[(Xj(t) − Yj(t))
2], is esti-

mated as the mean squared error between Xj(t) and an approxima-
tion Ỹj(t) of the side information. Speci cally, in the rst scenario,
Ỹj(t) is the wavelet coef cient of the average of theWZ frames clos-
est to the current frame and, in the second scenario, of the average
of its closest key frames.

Using this model, we can calculate for a given quantizer the
cross-over probability pb

j(t) for each bit-plane. As explained above,
Rb

j(t) = H(pb
j(t)) is a good estimate of the required WZ bit rate.

The actual number of bits used in the experiments we present later,
is computed on the basis of operational curves describing the perfor-
mance of the turbo encoder/decoder for binary sources and a memo-
ryless binary channel (see Fig. 2.)
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Fig. 2. Average bit rate (100 simulations) required by the turbo de-
coder, for a given cross-over probability p, and different codeword
lengths. The lengths are chosen to match the actual subband dimen-
sions considered in the experiments.

3. MODULO REDUCTION DVC

The scheme, shown in Fig. 3, is an improvement of the one presented
in [13], in that the parameters are estimated from statistical models
instead of depending on experimental constants. The scheme does
not use turbo-codes and does not require feedback from the receiver.
Let X and Y be the coef cients of the wavelet transform of the t-th
WZ frame and key frame, respectively. The wavelet coef cients are
processed by means of a modulo-reduction function φM shown in
Fig. 4. After the reduction block, the coef cients are quantized with
quantization stepΔ and compressed by means of an ef cient wavelet
coder [11]. At the decoder side, the reduced and quantizedX is re-
constructed. As in Section 2, the side information is generated using
temporal interpolation. From the knowledge of the output of the
decoding process, the receiver deduces that the folded wavelet coef-
cientX belongs to I = [X̃ ′ −Δ/2, X̃ ′ + Δ/2], for someX ′, and
that X belongs to the inverse image φ−1

M (I). X is reconstructed in
a maximum likelihood (ML) sense by taking the value X̃ ∈ φ−1

M (I)
closest to Y . Note that, disregarding quantization, exact recovery of
X fromX and Y is possible as soon as |X − Y | < M/2.
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Fig. 3. Modulo Reduction DVC: The proposed scheme.
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Fig. 4. Graph of the folding function associated with reduction mod-
uloM .

The overall distortion at the decoder comprises two contribu-
tions, one caused by the quantization error, and the other caused by
the large error one makes when |X − Y | > M/2. As before, we
consider the model Y = X + e, with e independent from X and
Laplacian distributed with parameter α. Again, this parameter can
be estimated from sample averages as explained in Section 2. In the
common hypothesis of smallΔ, it is possible to show that the overall
distortion betweenX and its reconstruction X̂ can be approximated
as

D �
Δ2

12
+ M2−2β exp(−α M) (exp(−α M) + 1)

(exp(−α M)− 1)3
. (2)

The rst term in Eq. 2 represents the contribution of the quan-
tization error. The second term, instead, can be seen as the con-
tribution of the overload error introduced by the modulo reduction
procedure. In the experiments we present in the next section, the
Motion Estimation module chooses M so that these two terms con-
tribute equally to the overall distortion.

4. EXPERIMENTAL RESULTS

In this section we compare the performance of all the distributed
coding schemes introduced in the previous sections. The key frames
are encoded as intra-frames using a standard H.264/AVC coder. The
turbo code is a Rate Compatible Punctured Turbo (RCPT) code with
a puncturing period equal to 33. For the schemes where we use a
Wavelet transform, this transform is computed using the well known
9/7 biorthogonal Daubechies lters, using a three level pyramid. In
summary, we compare the performance (in scenarios 1 and 2) of the
following schemes:

• Wyner-Ziv Wavelet Domain;

• Wyner-Ziv Wavelet Domain with rate estimation;

• Modulo-reduction;

• Intra coding of the WZ frames with ML decoding using the
side information (joint decoding);

• Intra coding, no joint decoding. This is the simplest scheme,
which does not make use of the distributed coding paradigm.

In scenario 2, we also consider the following scheme.

• Intra coding of the difference X −XAV , where XAV is the
average of the key frames closest to the current frame.

We consider 299 frames of the QCif Foreman and 73 frames of the
Teeny sequence, coded at 30 frames/s. Only the luminance compo-
nent of the WZ frames is considered. In the rst set of simulations,
we set a quantization parameterQP , for the H.264 encoder, in order
to have an average PSNR, for the key frames, close to 33 dB. Fig. 5
shows the rate - PSNR performance for the Foreman sequence (sce-
nario 2) with all the considered schemes. As we can see, for scenario
2, Intra coding of the difference X −XAV with joint decoding per-
forms better than the other schemes. Note that this scheme can not
be used in scenario 1. The modulo reduction scheme and the Intra
coding with joint decoding have similar results; in particular at high
bitrates, they outperform the Wavelet Domain Wyner-Ziv scheme.
At low bitrates, the Wavelet Domain Wyner-Ziv scheme with feed-
back has a slightly better performance than the other two schemes.
However, note that it requires feedback from the receiver to send the
right amount of WZ bits. Finally, the Intra coding scheme performs
well when the rate is high. Similar results are obtained with the
Teeny sequence (see Fig. 6), a very high motion sequence. Differ-
ently from the previous gure, in the case of the Teeny sequence, the
Intra coding with joint decoding, outperforms the Modulo-reduction
scheme and the Wyner-Ziv Wavelet domain scheme for all the bi-
trates. Moreover, after a given rate, the Modulo-reduction scheme
clearly outperforms the Wyner-Ziv scheme. From the previous plots,
we can also notice that the Wyner-Ziv scheme with rate estimation
has low performance compared to the others schemes. This is due
to the fact that we can not always transmit a suf cient number of
parity bits to the turbo decoder and if this happens the quality of the
reconstructed frames drops rapidly.

Finally, we consider coding of the Foreman sequence in scenario
1. As it can be seen from Fig. 7, the performance of the Wavelet
Domain Wyner-Ziv, modulo reduction, and Intra coding with joint
decoding schemes are very similar. The modulo reduction scheme
has a slightly better performance than the Intra coding with joint
decoding.

5. CONCLUSIONS

In this paper, we proposed and compared several schemes based on
the recently proposed paradigm of Distributed Video Coding. DVC
is an interesting option for emerging applications where geograph-
ically separated sources capture correlated video. Moreover, since
the computational burden is transferred to the decoder, DVC can be
applied in scenarios where the coders can be as simple as possible.
Another practical advantage is that the paradigm could be more ro-
bust against transmission errors, since the decoder exploits statis-
tical rather than deterministic correlation. We proposed a Wavelet
Domain scheme with a rate estimation procedure to avoid feedback
from the receiver. Moreover, we described a novel scheme, based
on modulo reduction, which does not require any feedback and does
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Fig. 5. Rate-PSNR performance for the Foreman sequence (scenario
2), the key frames are compressed using a QP = 35.
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Fig. 6. Rate-PSNR performance for the Teeny sequence (scenario 2),
the key frames are compressed using a QP = 5.
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Fig. 7. Rate-PSNR performance for the Foreman sequence (scenario
1), the key frames are not accessible at the encoder and are com-
pressed using a QP = 35.

not make use of turbo codes. Besides presenting several advantages,
the proposed schemes have comparable or better performance than
state-of-the-art DVC coders. Experiments show that DVC can cur-
rently provide some gain over more conventional techniques, at least
for some sequences and bit rates.
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