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ABSTRACT

Head related impulse responses (HRIRs) are the key to spatial
realism in auditory virtual environments (AVEs). However, the mea-
surement of discrete-azimuth HRIRs and their interpolation has been
recognized as a tedious and delicate experimental procedure. We
therefore suggest an adaptive filtering concept for continuous HRIR
acquisition that completely avoids the traditional sampling and inter-
polation issue. Using an LMS-type adaptive algorithm, the HRIRs
– at any azimuth – are extracted from a one-shot binaural record-
ing. During data acquisition, the subject of interest is continuously
rotated in the horizontal plane in order to capture the corresponding
spatial information. In particular, the paper provides a profound the-
oretical and experimental analysis of the resulting HRIR inaccuracy
in terms of the mean-square error. Furthermore, the optimal step-
size parameter of the LMS-type adaptive algorithm is determined
for which the minimum HRIR inaccuracy is attained.

Index Terms— acoustic filters, adaptive filters, virtual reality

1. INTRODUCTION

Research has proven that accurate sound localization in AVEs is dif-
ficult to achieve on the basis of non-individual HRIRs [1]. However,
the acquisition of personalized HRIR data requires accelerated mea-
surement procedures to reduce the cost of HRIR measurements and
to increase the readiness of subjects for obtaining their individual
HRIRs for the use in spatial sound systems.

HRIRs are generally measured in anechoic chambers, either us-
ing circular loudspeaker arrays or a single loudspeaker which is
steered mechanically to discrete azimuth. In the center of the cir-
cle, the subject of interest is equipped with a binaural recording sys-
tem [2]. For each individual loudspeaker position, the respective
HRIR measurement is then carried out by probe noise reproduction
and subsequent system identification based on the recorded micro-
phone signals [3, 4, 5]. An azimuth-spacing of 5 degrees is necessary
to allow for plenacoustic interpolation of the HRIRs without spatial
aliasing [6, 7]. Unfortunately, most of the existing measurement pro-
cedures for sampled HRIRs are time-consuming and require consid-
erable skill and experience.

Aiming at spatial realism and localization accuracy in AVEs,
much work has also been devoted to the interpolation of HRIRs
[8, 9, 10], but it remains a delicate issue. Especially in the virtu-
alization of moving sound sources, the presence of interpolation er-
rors potentially causes sound artifacts [11]. Better support of moving
sources in virtual auditory space essentially requires the acquisition
of plenacoustic (i.e., continuous) HRIRs.

In [12, 13], the acquisition of HRIRs for all azimuthal direc-
tions has been addressed by rotating the subject of interest dur-
ing the recording. For the subsequent system identification, how-

ever, [12] still relies on the cross-correlation technique which is
commonly used in the measurement of discrete-azimuth HRIRs.
While [13] applies an elegant projection-slice theorem to reconstruct
spatio-temporal sound fields and the respective HRIRs, it requires
the loudspeaker signal to be designed carefully.

In order to overcome traditional HRIR sampling and interpola-
tion, we adopt the continuous rotation of the subject and propose
LMS-type (least mean-square) adaptive filtering to extract the time-
varying HRIRs at any azimuth. Using adaptive filtering is motivated
by the fact that it has been tailored for the estimation of unknown
and possibly time-varying impulse responses from noisy measure-
ment data [14]. The efficiency and simplicity of recursively oper-
ating LMS-type adaptive filters basically enables the extraction of
plenacoustic HRIRs at runtime of spatial sound systems. Naturally,
the binaural recordings and the loudspeaker signal have to be stored
in the AVE instead of sampled HRIRs.

The proposed concept for continuous HRIR acquisition on the
circle is described in Sec.2. An analytic prediction of the achievable
HRIR accuracy using LMS-type adaptive filtering is derived in Sec.3
and experimental results, presented in Sec.4, verify our theory. The
conclusions of this work are finally drawn in Sec.5.

2. CONTINUOUS-AZIMUTH ACQUISITION OF HEAD
RELATED IMPULSE RESPONSES

A continuous 360◦ rotation of the loudspeaker or the subject of in-
terest, as illustrated by Fig. 1, yields a “one-shot” binaural record-
ing of the microphone signals yi(k), i ∈ {1, 2}. This recording
represents the acoustical transfer of the known loudspeaker signal
through all possible HRIRs on the circle. For system identification,
the loudspeaker signal could be chosen as a maximum length or per-
fect sequence [15], but, for the sake of simplicity and mathematical
tractability, we simply choose white noise x(k).
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Fig. 1. Measurement setup based on continuous rotation.
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2.1. System Model

The propagation of soundwaves from fixed sources in space to fixed
receivers is usually described by linear time-invariant systems. Pre-
requisite for the measurement of such acoustical systems is the
employment of sufficiently linear electroacoustic transducers with
broadband reproduction and recording capabilities.

Also in the case of rotating HRIRs, according to Fig. 1, we may
describe the recorded signals yi(k) at discrete time k by means of a
linear convolution model for the probe noise x(k) and time-varying
HRIRs hi(κ, θk), θk = ωkTs, where ω = 2π/T360 is the angular
frequency of the subject, T360 the duration of a 360◦ revolution, and
Ts = 1/fs the temporal sampling interval:

yi(k) =

NX
κ=0

x(k − κ)hi(κ, θk) + ni(k) . (1)

In this discrete-time model, the symbol N denotes the effective
length of the HRIRs and ni(k) represents independent observation
noise at the two binaural recording positions.

In the case of time-varying systems, as given by rotating HRIRs,
it should be noted that the validity of the linear convolution model
yet rests upon the assumption that the time-constant of impulse re-
sponse changes is significantly larger than the HRIR memory N .

2.2. Extraction of Plenacoustic HRIRs on the Circle

First, let

x(k) = (x(k), x(k − 1), . . . , x(k − N + 1))T (2)

denote an assembly of the most recent HRIR input samples and let

hi(θk) = (hi(0, θk), hi(1, θk), . . . hi(N − 1, θk))T (3)

denote a vector representation of the HRIR coefficients.
Aiming at the minimum mean-square output error, E{e2

i (k)},
with ei(k) as defined below, the sample-based normalized least
mean-square (NLMS) algorithm for the recursive calculation of the
estimate bhi(θk) of the acoustical paths hi(θk) reads [14]:

bhi(θk+1) = bhi(θk) + μ0

ei(k)x(k)

||x(k)||22
(4)

ei(k) = yi(k) − bhT
i (θk)x(k) . (5)

Decorrelating adaptive filters were not considered for this paper,
because of the assumed white noise input to the HRIRs.

The stepsize μ0 is the key parameter in balancing the tracking
behavior and the noise rejection of the NLMS algorithm, while the
angular frequency ω = 2π/T360 is the corresponding key parame-
ter of the rotating measurement setup. Both parameters have to be
adjusted with respect to each other in order to minimize the system
identification error ei(k). Faster rotation of the recording equipment
requires larger μ0. The optimal choice of μ0, for certain recording
conditions, is determined analytically in Sec. 3.2.

Sample impulse responses |hi(κ, θk)| for the azimuth θk =90◦

are depicted in logarithmic scale in Fig. 2. The expected interaural
time and level differences between the two ear positions are clearly
visible and we observe a noise floor (in the left ear diagram) which is
at least 50 dB below the direct sound amplitude at the right ear. The
depicted HRIRs were determined with a revolution time of T360 =
20 s, using an artificial head and torso simulator, and a stepsize of
μ0 = 0.5 of the NLMS algorithm. Furthermore, the recommended
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Fig. 2. Snapshot of rotating HRIR measurements. T360 = 20 s.

HRIR length of N = 256 for the underlying sampling frequency
fs = 44.1 kHz has been used [16]. In this case, the time-constant of
the NLMS algorithm, which is N/(2μ0) samples [14], corresponds
to an angular interval of 0.1◦. Since the required angular spacing
for HRIR sampling isΔθ = 5◦, this setup causes hardly any spatial
smoothing of the estimated HRIRs.

3. PREDICTED HRIR INACCURACY USING NLMS

In order to determine an analytic prediction of the resulting HRIR
accuracy using NLMS, we first have to develop a dynamical model
process to describe the physical behavior of the rotating HRIRs. In
the end, we have to map our prediction of the HRIR accuracy to a
measurable quantity that allows for experimental verification.

3.1. Dynamical Model of the Rotating HRIRs

Consider the first-order statistical Markov process as an intuitive
model of the gradual changes of the rotating HRIRs:

hi(θk+1) = a · hi(θk) + Δhi(θk) , a < 1 . (6)

With ak0 = 1/e, let τ = k0Ts denote the time-constant of this pro-
cess, and assume that the variability of the physically rotating HRIR
is governed by the same time-constant than the discrete model pro-
cess. The model parameter a is then obviously related to τ through
the expression a = exp(−Ts/τ).

Further assume that the bandwidth ωg of the HRIR variability
is related to the time-constant τ through a certain time-bandwidth
product τ · ωg = ρ, where ρ is an appropriate constant. This band-
width can be quantified on the basis of the minimum angular sam-
pling interval Δθ = 5◦ needed for the plenacoustic function on the
circle [6, 7]. With a revolution time T360 of the measurement setup,
the corresponding minimum time interval for lossless HRIR sam-
pling is Δt = T360 · Δθ/360◦. According to Nyquist’s sampling
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theorem, this corresponds to the bandwidth ωg = 2π · 1
2
· 1

Δt
=

(π · 360◦)/(T360 · Δθ). Thus, we have the model parameter

a = exp

„
−

π · Ts · 360◦

ρ · T360 · Δθ

«
(7)

as a function of the parameters T360 and Ts of the recording.

3.2. HRIR Deviation Using NLMS

Generally, the error signal ei(k) of adaptive filters, as formulated in
Sec. 2.2, consists of a system identification residual bi(k) and the
measurement noise ni(k). In vector notation, we have:

ei(k) = bi(k) + ni(k) (8)

=
“
hi(θk) − bhi(θk)

”T

x(k) + ni(k) (9)

= ε
T
i (θk)x(k) + ni(k) . (10)

In the following, we wish to determine the relative inaccuracy
of our HRIR estimation, D/σ2

h, in terms of the mean-square HRIR
deviation D = E||εi(θk)||22/N with respect to the variance σ2

h =
E||hi(θk)||22/N of the original HRIR coefficients, given the relevant
parameters of the measurement setup.

For the underlying dynamical model in (6), the distortionD con-
sists of an estimation error variance due to the measurement noise
ni(k) and a lag variance due to the process noiseΔhi(θk). Accord-
ing to [14], the steady-state mean-square deviation obtained from the
LMS algorithm, assuming small stepsize μ and white noise x(k), is
given by

E||εT
i (θk)||22 =

μ

2
Nσ2

n +
1

2μ

E||Δhi(θk)||22
σ2

x

, (11)

where σ2
n and σ2

x denote the variances of the observation noise and
the loudspeaker signal, respectively.

Based on the identity μ = μ0/||x(k)||22, the proposed NLMS
algorithm for HRIR acquisition is inherited from that more generic
LMS algorithm. Additionally using S = N · σ2

h · σ2
x and taking

the approximation ||x(k)||22 ≈ Nσ2
x into account, we can deduce a

formula for our HRIR inaccuracy using NLMS:

D

σ2
h

=
μ0

2

σ2
n

S
+

1

2μ0

E||Δhi(θk)||22
σ2

h

. (12)

Applying the mean-square (inner product) on both sides of the
equality in (6), the following expression for the process noise vari-
ance σ2

Δ = E||Δhi(θk)||22/N is established:

σ2
Δ = (1 − a2)σ2

h . (13)

Thus, we have

D

σ2
h

=
μ0

2
SNR−1

y +
1

2μ0

N(1 − a2) , (14)

where SNRy = S/σ2
n defines the global signal-to-noise ratio at the

recording microphones.
Again, the first contribution to the entire HRIR distortion in (14)

is essentially caused by the observation noise ni(k), while the sec-
ond contribution represents the impact of the variability of the dy-
namical HRIR model, which in turn depends on the revolution time
T360 according to (7).
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Fig. 3. Predicted HRIR inaccuracy of NLMS. SNRy = 28 dB.

Fig. 3 indicates a significant dependency of the resulting HRIR
inaccuracyD/σ2

h on the stepsize parameter μ0 of the adaptive algo-
rithm. On the basis of (14), we can immediately say that the HRIR
inaccuracy attains its minimum for the optimum stepsize

μ0,opt =
p

N · SNRy · (1 − a2) (15)

for which the estimation error variance due to observation noise and
the lag variance contribute equally to the distortionD.

3.3. A Measurable Quantity for the HRIR Deviation

Unfortunately, the predicted HRIR inaccuracy D/σ2
h in (14) cannot

be verified experimentally in the case of noisy HRIR measurements.
Neither the distortion D nor the underlying distance εi(θk) or the
system identification residual bi(k) are accessible alone.

We therefore consider the measurable quantity σ2
e/σ2

y which
can be calculated from the available signals ei(k) and yi(k). This
quantity can be traced back uniquely to the HRIR inaccuracy. With
σ2

b = N · D · σ2
x, and thus σ2

b = S · D/σ2
h, we readily find:

σ2
e

σ2
y

=
σ2

b

σ2
y

+
σ2

n

σ2
y

=

„
D

σ2
h

«
·

S

S + σ2
n

+
σ2

n

S + σ2
n

=

»„
D

σ2
h

«
· SNRy + 1

–
·

ˆ
SNRy + 1

˜
−1

. (16)

Given the SNRy = S/σ2
n, the predicted HRIR inaccuracy ac-

cording to (14) is thus mapped onto a prediction of σ2
e/σ2

y that can
be compared to measured values of this ratio. In this way, the under-
lying HRIR inaccuracyD/σ2

h can be verified at least indirectly.

4. RESULTS

The solid line in Fig. 4 represents our prediction of the HRIR inaccu-
racyD/σ2

h according to (14) and (7) – using the optimal stepsize in
(15) – as a function of the revolution time T360. Essentially, we ob-
serve that most of the achievable accuracy is obtained for revolution
times below one minute. For very fast rotation, i.e., T360 <10 s, the
resulting accuracy however deteriorates drastically.
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Fig. 4. Prediction and measurement of the HRIR inaccuracy using
NLMS with N = 256 and μ0 = μ0,opt. SNRy = 28 dB. ρ = 200.

When rating the values of the HRIR inaccuracyD/σ2
h, it should

be noted that the visible noise floor of the corresponding HRIR co-
efficients lies a factor of about N · σ2

h/D below the direct sound
amplitude. This is due to the extremely unequal energy distribution
of the HRIRs across the impulse response lag. For T360 =20 s, e.g.,
we have σ2

h/D≈30 dB while the factorN=256 contributes another
25 dB. This is confirmed by the HRIR example in Fig. 2, where the
noise floor is indeed more than 50 dB below the direct sound.

An experimental verification of the theoretical results has been
carried out using the dynamic measurement setup of Fig. 1 in an ane-
choic chamber. An artificial head and torso simulator, equipped with
in-the-ear microphones, was rotated by means of a turntable system
with variable revolution time. The fixed loudspeaker, at a distance
of 1.2m from the artificial head, reproduced white noise during the
360◦ rotation. The HRIRs were then extracted using NLMS and the
ratio σ2

e/σ2
y was calculated globally.

The dashed line in Fig. 4 represents the prediction of the measur-
able HRIR accuracy, σ2

e/σ2
y , obtained fromD/σ2

h through the map-
ping in (16). For large T360, it coincides well with our discrete mea-
surements of this quantity, but for fast rotations, demanding larger
stepsize μ, the predicted accuracy diverges from the measurements
as expected [14]. The coincidence of measurements and prediction,
for large T360, has been achieved on the basis of the time-bandwidth
product ρ=200 obtained experimentally.

The finite SNRy = 28 dB in the measurements done here owes
to the turntable engine and to the HRIR tail. The latter is due to
unwanted reflections in the non-ideal measurement setup, which are
not modeled by the adaptive filter of length N = 256. With higher
SNRy , the resulting HRIR inaccuracy can be lowered directly.

5. CONCLUSIONS

In contrast to the delicate interpolation of discrete HRIRs, the sug-
gested adaptive filtering method efficiently allows for HRIR acqui-
sition at any azimuth. The proposed technique thus enables a most
natural and exact way of creating virtual auditory spaces in realtime,
including an improved support of moving sources. In particular, we
showed that the error signal of the adaptive algorithm is an inherent
measure of the accuracy of the resulting continuous-azimuth HRIRs.
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