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ABSTRACT

The paper introduces a self-tuning power scheduling for the auxil-
iary noise of feedforward active noise control systems with online
secondary path modeling. The proposed power scheduling is chosen
so that in every operating condition a speci c ratio between the pow-
ers at the error microphone of the auxiliary noise and of the residual
noise is achieved.

Index Terms— Adaptive control, adaptive lters, adaptive sig-
nal processing, acoustic noise, noise

1. INTRODUCTION

Active noise control (ANC) systems equipped with the Filtered-x
LMS (FX-LMS) adaptation algorithm cannot prescind from the on-
line estimation of the secondary path [1]. Two different approaches
can be adopted for the secondary path modeling. A rst approach in-
volves the injection of an auxiliary white random noise in the ANC
system and it uses a system identi cation method to model the sec-
ondary path [2], [3]. The second approach estimates the secondary
path directly from the output of the control lter, without the injec-
tion of additional noise [1]. It has been shown in [4] that the rst
approach is superior for convergence speed of both the control l-
ter and the secondary path modeling lter, for speed of response to
modi cations in the primary noise and the secondary path, for in-
dependence between the primary noise attenuation and the online
secondary path identi cation, and for computational complexity.

Among the ANC systems with secondary path modeling, presen-
tly the most performant with broadband input noises are those of [2]
and [3]. The ANC of [2] uses three adaptive lters: the rst adap-
tive lter adapts the control lter, the second adapts the secondary
path modeling lter, and the third acts as a noise suppressor. The lat-
ter is used to remove the residual noise from the error signal of the
secondary path modeling lter to improve the convergence perfor-
mance and the estimation accuracy of the secondary path. Moreover,
a cross-update strategy is employed for removing also the distur-
bance due to the auxiliary noise from the error signals of the control

lter and of the noise suppresser. More recently, improved conver-
gence performances were obtained with the ANC structure proposed
in [3], where only two adaptive lters are used. One adaptive lter
is used for adapting the control lter and one for modeling the sec-
ondary path, but in [3] an improved convergence speed of the control

lter is obtained by introducing the delay compensation scheme of
[5], and by removing the auxiliary noise from the error signal of the
control lter.

The use of a scheduling strategy for the auxiliary noise in order
to improve the convergence properties of the ANC system was rst

proposed in [6], where a frequency-domain ANC system was devel-
oped. An auxiliary noise power scheduling was introduced in [7] for
the time domain ANC system proposed in [2]. In [7] the auxiliary
noise power is varied by taking into account both the convergence
status of the ANC system and the power of the primary noise. As a
result, the ratio between the powers at the error microphone of the
auxiliary noise and of the residual noise is approximately kept con-
stant. A larger auxiliary noise power is injected in the early phases
of adaptation of the ANC system, while a lower power is injected
at steady state. An auxiliary noise power scheduling was also pro-
posed in [8] for the ANC system of [3]. In [8] the power of the
auxiliary noise is varied in accordance with the ratio between the
power of the secondary path estimation error and the power of the
error microphone signal, and it is maintained between a minimum
and a maximum power experimentally determined. In this paper a
different approach for scheduling the power of the auxiliary noise
is proposed. In particular, the power of the auxiliary noise is au-
tomatically tuned for guaranteeing in every operating condition the
desired ratio between the powers at the error microphone of the aux-
iliary noise and of the residual noise. Compared with a xed injected
noise, the power scheduling of the auxiliary noise is capable to better
meet the con icting requirements of fast convergence speed of the
secondary path modeling lter and of low residual noise in steady
state conditions.

In this paper, the proposed power scheduling is derived by re-
ferring to the ANC system of [3]. Nevertheless, the proposed power
scheduling is also directly applicable to the ANC system of [2].

The paper is organized as follows. Section 2 provides a brief
overview of the ANC system of [3], and of the auxiliary noise power
scheduling of [7] and [8]. Section 3 introduces the proposed auxil-
iary noise power scheduling. Section 4 provides simulation results
that compare the performances of the ANC system of [3] with the
proposed auxiliary noise power scheduling, with the performances
of the same system equipped with the noise power scheduling of [8].

Throughout the paper small boldface letters are used to denote
vectors, the symbol ∗ denotes the linear convolution, E[·] denotes
the mathematical expectation, and ‖ · ‖ denotes the Euclidean norm.

2. BACKGROUND THEORY

Figure 1 shows the block diagram of the ANC system with secondary
path modeling proposed in [3]. The de nition of all quantities intro-
duced in Figure 1, together with the de nition of other quantities
used in the following of the paper can be found in Table 1.

The active noise control system of [3] exploits the delay com-
pensation scheme of [5] in order to improve the convergence prop-
erties of the noise control lter and to avoid the use of a noise sup-
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ŝ(n)w(n)

LMS
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Fig. 1. The ANC system with secondary path modeling of Akhtar,
Abe, and Kawamata.

presser in the estimation of the secondary path. The adaptation algo-
rithm for the noise control lter was called in [5] “modi ed ltered-x
algorithm” and it adapts w(n) with the following rule:

w(n + 1) = w(n) + μwg(n)x̂′(n), (1)

where μw is a xed step-size parameter.
The secondary path is estimated from the zero mean white Gauss-

ian auxiliary noise v(n) injected in the secondary path, which is
obtained by multiplying a zero mean unit variance white Gaussian
noise ν(n) with a gain G(n). In [3] and [8] the secondary path mod-
eling lter ŝ(n) is adapted with a variable step-size LMS algorithm
with the following adaptation rule:

ŝ(n + 1) = ŝ(n) + μs(n)f(n)v(n), (2)

where μs(n) is the variable step-size parameter. This parameter is
varied between a minimum value μsmin and a maximum value μsmax

(with μsmin and μsmax experimentally determined) on the basis of
the ratio ρ(n) between the power of the error signal f(n) and the
power of the error microphone signal e(n),

ρ(n) =
Pf (n)

Pe(n)
, (3)

with
Pf (n) = λPf (n − 1) + (1 − λ)f2(n), (4)

Pe(n) = λPe(n − 1) + (1 − λ)e2(n), (5)

and λ a forgetting factor close to 1. The variable step-size parameter
μs(n) is computed as follows:

μs(n) = ρ(n)μsmin + (1 − ρ(n))μsmax . (6)

The choice of this variable step-size parameter was heuristically mo-
tivated in [3] with the fact that in the early phases of adaptation of
the ANC system (when y′(n) is close to zero) the convergence of
the secondary path model is degraded by the large disturbance at the
error microphone. Thus, a small step-size μs(n) should be chosen.
With the convergence of the active noise control lter the distur-
bance reduces and a larger step-size can be used in the secondary
path model adaptation. It is shown in [3] that ρ(n) � 1 in the early
phases of the ANC system adaptation, while ρ(n) � 0 when the
ANC system is converged.

In [3] the auxiliary noise power was kept constant (G(n) = G,
with G constant) and it was chosen by compromising between the
contrasting needs of fast convergence of the secondary path (which
bene ts from a large auxiliary noise power) and of low steady state

residual noise (which requires a low auxiliary noise power). A sche-
duling strategy for the auxiliary noise was later introduced in [8].
This scheduling strategy provides a large auxiliary noise power in
the early phases of adaptation of the ANC system, and a much lower
power at steady state. In particular, the auxiliary noise power is var-
ied between a maximum value σ2

vmax and a minimum value σ2
vmin

(with σ2
vmax and σ2

vmin experimentally determined) by varying the
gain G(n) with the following rule:

G(n) =
�

ρ(n)σ2
vmax + (1 − ρ(n))σ2

vmin , (7)

where ρ(n) is de ned in Equation (3).
Another scheduling strategy was introduced in [7]. In this schedul-

ing strategy the ratio between the powers at the error microphone of
the auxiliary noise and of the residual noise is approximately kept
constant. In particular, for the ANC structure of Figure 1, the power
scheduling of [7] is:

G(n) =

�
c
�

Pf (n) if Pf (n) < Px(n)

c
�

Px(n) if Pf (n) ≥ Px(n)
(8)

with c a properly tuned positive constant, Pf (n) given by (4) and

Px(n) = λPx(n − 1) + (1 − λ)x2(n). (9)

3. PROPOSED AUXILIARY NOISE POWER SCHEDULING

As discussed in [7], in order to ensure a secondary path modeling
with stable accuracy, it is desirable that the ratio between the power
of the residual noise d(n) − y′(n) and the power of auxiliary noise
at the error microphone v′(n) is approximately constant no matter
how x(n) is varied,

E[(d(n) − y′(n))2]

E[(v′(n))2]
= R = const. (10)

By exploiting the fast convergence properties of the secondary path
modeling lter in the ANC system of Figure 1, we can nd an ac-
curate estimate of the auxiliary noise gain G(n) that guarantees the
desired value of the ratio R. Indeed, since v′(n) is uncorrelated with
d(n) and y′(n), it is

E[(e(n))2] = E[(d(n) − y′(n))2] + E[(v′(n))2], (11)

In the hypothesis that G(n), ν(n), and s(n) are independent, and
G(n) is slowly varying, it is

E[(v′(n))2] = G2(n)‖s‖2E[(ν(n))2] = G2(n)‖s‖2, (12)

with s the vector that collects the samples s(n). By approximating
‖s‖2 with ‖ŝ(n)‖2 and taking into account Equations (11) and (12)
we nd that a good estimate of the gain G(n), which ensures the
ratio R between the power of the residual noise and the power of
auxiliary noise at the error microphone, is:

G(n) =

�
Pe(n)

(R + 1)Ps(n)
(13)

where Pe(n) is an estimate of the power of e(n),

Pe(n) = λPe(n − 1) + (1 − λ)e2(n), (14)

and Ps(n) is an exponentially smoothed estimate of ‖ŝ(n)‖2,

Ps(n) = λPs(n − 1) + (1 − λ)ŝT (n)ŝ(n). (15)
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Table 1. Quantities used for the ANC system description.
Quantity Description
P (z) transfer function of the primary path;
p(n) impulse response of the primary path;
S(z) transfer function of the secondary path;
s(n) impulse response of the secondary path;
ŝ(n) = [s0(n), s1(n), . . . , sM−1(n)]T coef cient vector of the secondary path modeling lter, an FIR lter of memory

length M ;
w(n) = [w0(n), w1(n), . . . , wN−1(n)]T coef cient vector of the noise control lter, an FIR lter of memory length N ;
x(n) reference signal;
xN(n) = [x(n), x(n − 1), . . . , x(n − N + 1)]T data vector with the last N samples of x(n);
y(n) = wT (n)xN(n) output of the actual noise control lter;
ν(n) internally generated zero mean, unit variance, white Gaussian noise;
G(n) ampli cation factor of the white Gaussian noise;
v(n) = G(n)ν(n) auxiliary noise injected in the system;
d(n) = p(n) ∗ x(n) primary disturbance signal;
y′(n) = s(n) ∗ y(n) canceling signal;
v′(n) = s(n) ∗ v(n) modeling signal;
e(n) = d(n) − y′(n) + v′(n) error microphone signal;
v(n) = [v(n), v(n − 1), . . . , v(n − M + 1)]T data vector with the last M samples of v(n);
v̂′(n) = ŝT (n)v(n) output of the adaptive secondary path modeling lter;
f(n) = e(n) − v̂′(n) estimation error of the secondary path;
y(n) = [y(n), y(n − 1), . . . , y(n − M + 1)]T data vector with the last M samples of y(n);
ŷ′(n) = ŝT (n)y(n) internal estimate of the canceling signal;
d̂(n) = f(n) + y′(n) internal estimate of the primary disturbance signal;
xM (n) = [x(n), x(n − 1), . . . , x(n − M + 1)]T data vector with the last M samples of x(n);
x̂′(n) = ŝT (n)xM (n) reference signal ltered with ŝ(n);
x̂′(n) = [x̂′(n), x̂′(n − 1), . . . , x̂′(n − N + 1)]T data vector with the last N samples of x̂′(n);
d̂′(n) = wT (n)x̂′(n) output of the dummy adaptive noise control lter;
g(n) = d̂(n) − d̂′(n) estimation error of the noise control lter.

It is interesting to note that the expression of G(n) in (13) directly
depends on the chosen ratio R and that, in contrast with the other
power scheduling techniques proposed in the literature, no parame-
ter tuning is needed to guarantee a speci c value of this ratio. In
particular, with stationary input signals and by properly tuning the
parameter c, the power scheduling in (8) can obtain the same ratio R
between the power of d(n) − y′(n) and the power of v′(n) guaran-
teed by the proposed power scheduling. In these conditions, the two
power scheduling strategies of (8) and (13) provide the same conver-
gence and noise control performances of the active noise controller.
Nevertheless, when the acoustic paths or the primary noise change,
in order to guarantee the chosen power ratio R in (8) the parameter
c must be re-tuned. On the contrary, the proposed power scheduling
is a self-tuning algorithm that ensures in every condition the same
ratio between the power of d(n) − y′(n) and the power of v′(n).

4. EXPERIMENTAL RESULTS

In this section we provide some experimental results that compare
the performance of the ANC system of Figure 1 equipped with the
proposed auxiliary noise power scheduling with the performance
of the same ANC system equipped with the auxiliary noise power
scheduling of [8], i.e., of Equation (7).

We consider the same experimental conditions of the second ex-
periment of [3]. The sampling frequency is 2 kHz. The primary
path P (z) and the secondary path S(z) are FIR lters with memory
length 48 and 16, respectively. They have been obtained by truncat-
ing the impulse response of the models provided in the companion
disk of [1]. The reference signal x(n) is a multi-tonal signal with

frequencies 100 Hz, 200 Hz, 300 Hz and 400 Hz and variance 2.0.
The signal is corrupted with a zero-mean white Gaussian noise till a
30 dB SNR. The control lter and the secondary path modeling lter
have memory lengths N = 32 and M = 16, respectively.

In our experimental set-up we assume that the secondary path
cannot be modeled off-line by switching off the primary noise source,
but it must be modeled online with the noise source x(n) active.
Thus, we consider two phases of operation of the ANC system. In
the rst phase we keep inactive the control lter and we adapt the
secondary path modeling lter to obtain a rst estimate of the sec-
ondary path. In the second phase, we operate the ANC system by
adapting both the secondary path modeling lter and the control l-
ter. We have tuned the duration of the rst phase to the minimum
duration that guarantees a stable operation of the ANC system.

The performance comparison of the ANC systems is done on
the basis of different performance measures: the power of the error
microphone signal (E[e2(n)]), the power of the auxiliary noise at
the error microphone (E[(v′(n))2]), the relative modeling error of

the secondary path, de ned as ΔS(n) = 10 log10

�
‖s−ŝ(n)‖2

‖s‖2

�
, and

the relative modeling error of the control lter, de ned as ΔW (n) =

10 log10

�
‖wo−w(n)‖2

‖wo‖2

�
, with wo the MMS optimal control lter

[1], which has been a priori determined.

For the power scheduling of Equation (13) we have set the de-
sired ratio R = 1. Thus, in every condition we enforce the power of
v′(n), to be equal to the power of d(n) − y′(n). On the contrary,
for the power scheduling of Equation (7) we have chosen σ2

vmax = 4
and σ2

vmin = 0. With this choice, during the initialization phase the
auxiliary noise power is almost equal to that obtained with the power
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Fig. 2. Performance comparison of the ANC system equipped with the auxiliary noise power scheduling of (13) (proposed method), and the
ANC system equipped with the auxiliary noise power scheduling of (7) (Akhtar’s method).

scheduling of Equation (13). Moreover, since σvmin = 0, the power
of the auxiliary noise at steady state is set to the minimum achiev-
able power for that choice of σ2

vmax . Indeed, in (7) ρ(n) is never
zero at steady state and σ2

vmax in uences the steady-state value of
the auxiliary noise power.

As for the other parameters of the adaptation algorithm, we have
always set λ = 0.99 and μw = 5 · 10−5. μsmin and μsmax were set
to 10−3 and 10−2, respectively, with the power scheduling of Equa-
tion (7). On the contrary, in order to compensate for the different
input and output noise conditions they were set to to 10−4 and 10−3,
respectively, with the power scheduling of Equation (13).

Figure 2 provides the performance comparison of the two sys-
tems. In this gure, plot (a) diagrams the system distance ΔS(n),
plot (b) the system distance ΔW (n), plot (c) the evolution of the
power of the auxiliary noise at the error microphone v′(n), plot (d)
the evolution of the step-size μs(n), plot (e) the evolution of G(n),
plot (f) the evolution of the power of the error microphone signal
e(n). All plots have been obtained with ensemble averages over
100 runs of the system. From there gures we notice a strong per-
formance improvement obtained with the proposed auxiliary noise
power scheduling in the power of error microphone signal. At steady
state with the proposed auxiliary noise power scheduling we im-
prove the power of e(n) by more than 15 dB compared to the power
scheduling of [8]. The lower accuracy in the estimation of the sec-
ondary path modeling lter with the proposed power scheduling is
caused by the lower power of the auxiliary noise compared with that
of [8]. Nevertheless, the estimation accuracy of s(n) is still very
good and it does not affect the estimation of the optimal controller
which is the same for the two algorithms as can be seen from plot (b).
The initial peaks on the power of v′(n) observed at the beginning of
the simulation in plots (c) with the proposed power scheduling are
due to the low estimation accuracy of the secondary path in the early
phases of adaptation. They can be easily removed by limiting the
maximum power of the auxiliary noise, as for example done in [7].

5. CONCLUSION

In this paper we have introduced a novel self-tuning power schedul-
ing for the auxiliary noise of feedforward ANC systems with sec-
ondary path modeling. The power scheduling controls the auxil-

iary noise gain such that the ratio at the error microphone between
the power of the auxiliary noise and the power of the residual noise
keeps a desired value. In this way, the power scheduling provides a
large auxiliary noise power in the early phases of adaptation, which
facilitates the convergence of the algorithm. On the contrary, a lower
auxiliary noise power is injected at steady state and, thus, a low noise
power is obtained at the error microphone after the convergence of
the ANC system. The proposed power scheduling requires only the
choice of the desired ratio between the powers at the error micro-
phone of the auxiliary noise and of the residual noise. On the con-
trary, all other solutions proposed in the literature [7], [8], require
the accurate tuning of one or two parameters.
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