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ABSTRACT

In this paper, we propose a new type of speech enhancement
method that is suitable for mobile devices used in noisy envi-
ronments. For the sake of achieving high-performance speech
recognition and auditory perception in the mobile devices,
disturbance noises have to be removed under the requirements
of a space-saving microphone arrangement and a low compu-
tational cost. The proposed method can reduce both the di-
rectional and the diffuse noises under the requirements for the
mobile devices by applying the square microphone array and
the low-cost processing that consists of multiple null beam-
forming, their minimum power channel selection and Wiener
filtering. The effectiveness of the proposed method is clarified
for speech recognition accuracies and speech qualities under
the condition in which both the directional and the diffuse
noises exist simultaneously: it reduced 40% of recognition
errors and improved PESQ-based MOS value by 0.75 point.

Index Terms— array signal processing, Wiener filtering,
speech enhancement, speech recognition, mobile devices

1. INTRODUCTION

Mobile devices such as cellular phones and personal digital
assistants (PDAs) are used at a distance from a user’s mouth
for the case in which they are used as TV phones and voice
applications with a display. The speech signals coming from
distant sound sources are weakly received by microphones of
the devices. In this case, signal-to-noise ratios (SNRs) are se-
riously degraded compared to those under close-talking con-
ditions. Thus, environmental noises have to be removed in
order to achieve high-performance speech recognition and au-
ditory perception for the mobile devices.

Noise reduction for the mobile devices has specific re-
quirements such as space-saving microphone arrangements
and low computational costs because of limited space and
processing power. In addition, since the mobile devices are
used in various environments, various types of noises, which
include directional noises and diffuse noises, have to be re-
moved.

Beamforming, blind source separation (BSS) and Wiener
filtering [1][2] are frequently applied to noise reduction. How-
ever, these methods generally aim at reducing either only di-
rectional noises (e.g. BSS) or only diffuse noises (e.g. Wiener

filtering). Moreover, these methods often require large num-
ber of microphones and large scale of microphone arrange-
ment or high computational costs. Thus, these methods are
not suitable for the speech enhancement system of the mobile
devices.

In the present paper, we propose a new type of noise re-
duction method suitable for the mobile devices using the square
microphone array. Four microphones are arranged at the apexes
of a small square (one side is 4 cm). This arrangement is ap-
propriate to mount the microphones on the mobile devices.
By applying this square microphone array, the proposed method
can suppress both directional noises and diffuse noises with
the same microphone arrangement and the low computational
cost. Firstly, four spatial filters are formed by multiple null
beamformers, each of which is developed by a pair of two
microphones. Then, using outputs of the spatial filters, min-
imum power channel selection is performed for directional
noise reduction. In parallel with that, multi-channel Wiener
filtering that uses the outputs of the spatial filters is performed
for diffuse noise reduction. For the case in which the distance
between two microphones is small (e.g. 4cm), the perfor-
mance of diffuse noise reduction is generally poor because
inter-channel correlation of the diffuse noises included in the
microphone observations is not low especially in a low fre-
quency domain. In the proposed method, on the other hand,
this problem can be solved by using not microphone observa-
tions but four spatial filter outputs. As the result, the correla-
tion of diffuse noises becomes lower and more precise multi-
channel Wiener filter can be achieved. Finally, we perform
single-channel Wiener filtering for reducing residual diffuse
noise and then obtain enhanced target speech.

The rest of the present paper is organized as follows. In
section 2, the algorithm of the proposed method is described.
In section 3, the effectiveness of the proposed method is eval-
uated for continuous speech segregation and recognition on
the basis of word accuracy and perceptual evaluation of speech
quality (PESQ) [3]. We give the conclusions in section 4.

2. PROPOSED METHOD

A microphone arrangement is described in Fig. 1. Four omni-
directional microphones are arranged at the apexes of the square.
The distances between two microphones are 4 cm. The di-
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Fig. 1. A microphone arrangement.

multiple null
beamforming

& DFT

filter
minimization

calculate
multi-channel
Wiener filter

� �

residual noise
estimation &

calculate
single-channel

Wiener filter

IFFT
OLA

iB

minB

mH

mŜ Ŝ
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Fig. 2. A block diagram of the proposed method. (ω, k) is
abbreviated for processing of frequency domain.

rection of the desired target source is assumed as that of the
z-axis in Fig. 1. This assumption is adequate for the mobile
applications. In the present paper, we define that interfering
noises consist of directional noises and diffuse noises. Here
, we assume the sound field in which one disturbance speech
exists as the directional noise and the almost stationary noise
(e.g. server room noise) exists as the diffuse noise. Two types
of noises are arrived at the microphones simultaneously.

Figure 2 illustrates a diagram of the proposed noise re-
duction method. The proposed method consists of four stage
signal processing: 1) multiple null beamforming for generat-
ing four spatial filters, 2) spatial filter minimization for direc-
tional noise reduction, 3) multi-channel Wiener filtering for
diffuse noise reduction and 4) single-channel Wiener filtering
for residual noise reduction.
2.1. Spatial filter formation
Four spatial filters φ1, φ2, φ3 and φ4 are formed by multiple
null beamformers, each of which is developed by a pair of
two microphones. Figure 3 illustrates the directivity patterns
generated by the spatial filters φi. This stage applies fixed
null beamformer and requires no adaptive techniques. Four
spatial filter outputs are described as follows.

b1(t) = x2(t − τ) − x1(t) (1)

b2(t) = x3(t) − x4(t − τ) (2)

b3(t) = x2(t − τ) − x3(t) (3)

b4(t) = x1(t) − x4(t − τ) (4)

where bi(t) denotes the output of i-th spatial filter φi at each
discrete time t, xj(t) denotes the microphone observation of
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Fig. 3. Directivity patterns of spatial filtering.

j-th channel, and τ denotes the delay added for generating
cardioid patterns as shown in Fig. 3. In this case, τ equals d/c,
where c denotes the sound velocity and d denotes the distance
between two microphones. In the present paper, Bi(ω, k) rep-
resents a short-time spectral component of the spatial filter
output bi(t) at each frame k and each discrete frequency ω.

2.2. Directional noise reduction
The output of the spatial filter Bi(ω, k) consists of three spec-
tral components, SB

i (ω, k), Ndir
i (ω, k) and Ndif

i (ω, k), where
SB

i (ω, k), Ndir
i (ω, k) and Ndif

i (ω, k) denote the target source
component, the directional noise component and the diffuse
noise component, respectively. Here, each component is as-
sumed to be uncorrelated with the others. Bi(ω, k) is de-
scribed as follows.

Bi(ω, k) = SB
i (ω, k) + Ndir

i (ω, k) + Ndif
i (ω, k) (5)

Since the direction of the target source is assumed as that
of the z-axis in Fig. 1 and the diffuse noise has no directional
components, |SB

i (ω, k)| and |Ndif
i (ω, k)| are respectively the

same for every spatial filter as follows.

|SB
i (ω, k)| = |SB(ω, k)|, (i = 1, 2, 3, 4) (6)

|Ndif
i (ω, k)| = |Ndif (ω, k)|, (i = 1, 2, 3, 4) (7)

Thus, |Bi(ω, k)| depends on only |Ndir
i (ω, k)|. From the

above discussion, the least-directional-noise component |Bmin(ω, k)|
can be estimated by selecting the minimum of |B1(ω, k)|,
|B2(ω, k)|, |B3(ω, k)| and |B4(ω, k)| as follows.

|Bmin(ω, k)| = min
i

[|Bi(ω, k)|], (i = 1, 2, 3, 4) (8)

2.3. Diffuse noise reduction
In the second stage, the spectrum of Ndif

i (ω, k) is suppressed
by multi-channel Wiener filtering. Zelinski computed the multi-
channel Wiener filter using observations of omni-directional
microphones [1]. However, the performance of diffuse noise
reduction is poor for the case in which the distance between
two microphones is small. Aiming at solving this problem,
we attempt to use not microphone observations but four spa-
tial filter outputs. The Wiener filter we applied is described as
follows.
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Fig. 4. Theoretical magnitude-squared coherences as a func-
tion of frequencies for the case in which the distances between
two microphones are 4 cm.

Hm(ω, k) =
1
2

∑
[Re{Bp(ω, k)B∗

q (ω, k)}]
1
4

∑
[Br(ω, k)B∗

r (ω, k)]
(9)

where p, q, and r, are selected as (p, q) = {(1, 2), (3, 4)}
and r = {1, 2, 3, 4}. By selecting the pair of spectral com-
ponents that have adverse directivity patterns (difference be-
tween them is just 180 degrees) in the numerator, the corre-
lation among the diffuse noise components is expected to be
minimized. Figure 4 illustrates theoretical magnitude-squared
coherence (MSC) for the case in which omni-directional mi-
crophone observations are used and that for the case in which
the spatial filter outputs are used.

The estimated target signal component |Ŝm(ω, k)|, in which
both the directional noise and the diffuse noise are suppressed,
is described as follows.

|Ŝm(ω, k)| = Hm(ω, k) · |Bmin(ω, k)| (10)

2.4. Residual noise reduction
As shown in Fig. 4, MSC estimated from the output of the
spatial filter is not completely zero for all frequencies. This
means that |Ŝm(ω, k)| includes the residual diffuse noise com-
ponents especially in a low frequency domain. Thus, we at-
tempt to remove the residual noise by single-channel Wiener
filter computed by using the noise components estimated as
follows.

|N̂m(ω, k)|2 = λ|N̂m(ω, k−1)|2+(1−λ)|Ŝm(ω, k)|2 (11)

where |N̂m(ω, k)|2 denotes the estimate of the residual noise
spectrum and λ denotes a forgetting factor, which is deter-
mined on the basis of ideal speech presence probabilities. Us-
ing estimated residual noise power spectrum |N̂m(ω, k)|2, we
compute the Wiener filter Hs(ω, k) for residual noise reduc-
tion as follows.

Hs(ω, k) =
SNRpriori(ω, k)

SNRpriori(ω, k) + 1
(12)

where SNRpriori(ω, k) is defined as follows.

SNRpriori(ω, k) =
E[|S(ω, k)|2]

E[|Nm(ω, k)|2] (13)
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Fig. 5. Recording condition of target speech and directional
noise. θ = 30◦, 60◦, 90◦, 120◦, 150◦, 180◦.

E[.] represents an expectation operator. Here, SNRpriori(ω, k)
is approximated by using two-step noise reduction [4].

The final estimate of the target spectrum |Ŝ(ω, k)| is ob-
tained as follows.

|Ŝ(ω, k)| = Hs(ω, k) · |Ŝm(ω, k)| (14)

Here, a distortion in frequency of |Ŝ(ω, k)|, which is caused
by null beamforming, is compensated by [5], and an appro-
priate phase function has to be given in order to recover the
time-domain estimate ŝ(t).

3. SPEECH ENHANCEMENT EXPERIMENTS
Experimental comparisons were conducted for speech segre-
gation and recognition under the condition that both the di-
rectional and the diffuse noise exist. The performances were
evaluated using the measures of word accuracies and PESQ
to derive mean opinion scores (MOS).

3.1. Experimental setup
In this experiment, the target speech, the directional noise and
the diffuse noise were recorded separately and then mixed.
Figure 5 shows the positions of the target speech and the
interfering directional noise. Time stretched pulses (TSPs)
were played back through a loudspeaker that acts as a re-
placement of people from six different directions. Impulse
responses were computed using the TSPs [6]. Here, the re-
verberation time (RT60) was 240 ms. As shown in Fig. 5,
the microphone array was placed in a state inclined, the loud-
speaker representing the target source was placed in front of
the microphones, and the other loudspeaker representing the
disturbance was placed in a direction of θ degree from the
target source. The distance between the target source and
the microphones was 25 cm and that between the disturbance
source and the microphones was 100 cm. Altitudes of the tar-
get and the disturbance loudspeaker were 140 cm. For the
target and the disturbance utterances, we selected a total of
100 Japanese newspaper article sentences spoken by 23 male
speakers. Then, we computed the convolution of these sen-
tences and the impulse response. On the other hand, the dif-
fuse noise are recorded in a server room using the same micro-
phone array as used for recordings of the directional signals.
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Table 1. Setup for speech enhancement.
sampling frequency 32 kHz
frame length 1024 points
frame shift 256 points
analysis window Hamming window
added delay τ τ = 0.04/343 sec
analysis range of frequencies 300 Hz − 7500 Hz

This noise was almost stationary. The target utterance was
mixed with the disturbance utterance and the diffuse noise.
SNR between the target and the disturbance utterance was 10
dB, and that between the target utterance and the diffuse noise
was 15 dB. Thus, the final SNR between the target utterance
and the interfering noises was about 6 dB. Experimental setup
for speech enhancement is shown in Table 1.

The setup for speech recognition is described as follows.
Acoustic features were represented by 25-dimensional param-
eters that consist of 12-dimensional MFCCs, 12-dimensional
ΔMFCCs, and Δpower. Acoustic models were trained with
20414 sentences, which were spoken by 133 male speakers
and recorded with close-talking microphones. We adopted
state-tied triphones in which the number of states was 2000
and the distribution function in each state was represented by
a 16-mixture Gaussian distribution with diagonal covariances.
As for a language model, we used word trigrams that were
constructed using a lexicon of 20K vocabulary.

3.2. Experimental results
The effectiveness of the proposed method was evaluated on
the basis of speech recognition accuracies and PESQ-based
MOS values (PESQ-MOS). PESQ-MOS was calculated us-
ing the reference signal that was the observations of the mi-
crophones for the case in which only the target source exist.
The signals were down-sampled into 16 kHz because of the
implementation of the PESQ. We evaluated the performances
of three kinds of evaluation items as follows: 1) directional
noise reduction processing by only the filter minimization (di-
rectional NR), 2) directional and diffuse noise reduction pro-
cessing by filter minimization and multi-channel Wiener filter
(directional & diffuse NR) and 3) residual noise estimation
and reduction by single-channel Wiener filter in addition to
2) (residual NR). The word accuracies and the PESQ-MOS
were shown in Fig. 6 and Fig. 7, respectively.

As shown in Fig. 6, the word accuracy is about 35 % with-
out any noise reduction processing. Only the directional noise
reduction based on filter minimization achieved a word ac-
curacy of 60%. Moreover, diffuse noise reduction based on
multi-channel Wiener filtering and additional residual noise
reduction based on single-channel Wiener filtering improved
the word accuracies to 70% and 75%, respectively. These im-
provements were also found in the evaluation based on the
PESQ-MOS as shown in Fig. 7. These results indicate that
the proposed method achieves high performances from the
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Fig. 6. Word accuracy as a function of disturbance directions.

�

���

���

���

���

���

���

���

��	

��


�

�� �� 
� ��� ��� �	�

������������������������������

�
�
�
�
��
�
�

����������� ���������� ! ����������"�������� ! �������� !

Fig. 7. PESQ-MOS as a function of disturbance directions.

viewpoints of both speech recognition accuracies and speech
qualities.

4. CONCLUSION
We proposed a new type of speech enhancement method that
targets both the directional and the diffuse noises by using
multiple null beamforming, their minimum power channel
selection , multi-channel Wiener filtering and single-channel
Wiener filtering. We revealed the effectiveness of the pro-
posed method for continuous speech segregation and recog-
nition on the basis of word accuracies and speech qualities.
The proposed method improved the word accuracy of 40%
and the PESQ-based MOS of about 0.7 point compared with
non-processing under the conditions in which both the direc-
tional and the diffuse noises exist simultaneously.
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