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ABSTRACT

Quality assessment of speech enhancement systems has to deal with
aspects such as distortion of the near-end talker’s speech, and with
the attenuation and distortion of the noise and the echo in different
test cases. We propose first steps into the direction of a new black
box objective quality assessment of speech enhancement schemes,
based on our previous work on decomposition of the (enhanced)
speech signal into its components speech, (residual) noise, and
(residual) echo. Having these signals available, to our knowledge,
for the first time a black box objective quality assessment of an entire
speech enhancement system is proposed allowing for simultaneous
measurement of, e.g., noise attenuation, echo return loss enhance-
ment (ERLE), and perceptual evaluation of speech quality (PESQ)
of the speech component in a wide range of test scenarios including
double-talk. The derived scheme proves to be very useful for test-
ing hands-free devices in practice but also for objective evaluation of
sophisticated algorithms in science.

Index Terms— Objective signal quality assessment, non-blind
signal decomposition, speech enhancement, hands-free

1. INTRODUCTION

In science, a comfortable way to evaluate speech enhancement al-
gorithms is to digitally add near-end speech and noise to the echo
signal and thereby construct the microphone signal. During the pro-
cessing of the speech enhancement system the operational influence
on the noisy microphone signal is then to be logged, and later ap-
plied individually to the speech, echo, and noise components of the
microphone signal (white box test, e.g., [1, 2, 3]). This presumes
linear processing, as can be found, e.g., in frequency domain noise
reduction, where a gain is applied to the spectral amplitudes. The
strength of such a method is that one achieves the three separate out-
put signal components: The filtered speech component, the filtered
echo component, and the filtered noise component, which represent
the (slightly) distorted near-end talker’s speech signal, the residual
echo signal, and the residual noise signal, respectively.

This, however, is a highly intrusive approach, which requires
access not only to the digital input and output signal of the algo-
rithm, but also to the internal processing of the speech enhancement
system. In the case of a frequency-based noise reduction, e.g., the
window function, DFT frame size, and frame shift must be known,
and all spectral amplitude gain values must be logged during opera-
tion. This is of course a totally impracticable test methodology if the
speech enhancement system is unknown (a black box test is required
then). It is also not useful for research on and development of more

sophisticated speech enhancement systems, including also acoustic
echo cancellation.

In our previous work [4], we proposed a new technique to de-
compose the enhanced speech signal of an unknown speech en-
hancement system into its three additive components speech, resid-
ual noise, and residual echo. The objective measurement results indi-
cated that the proposed method yields a similar relative performance
of (linear) noise reduction systems as the highly intrusive approach
does. From informal listening tests, we also found that the mixture
of the three components subjectively sounds exactly the same as the
enhanced speech signal, which will be confirmed by the result of
subjective listening tests presented in this paper. Moreover, we will
reapply the proposed signal separation technique in (highly) nonlin-
ear speech enhancement systems. In such systems, we will show
the potential of the proposed technique to provide the additive com-
ponents, whereas the highly intrusive approach might no longer be
applicable due to the nonlinear processing.

This paper is organized as follows: In the next section, we briefly
review the earlier proposed signal separation technique. In section
3 our choice of objective measures is discussed. Finally, section
4 presents our findings by a comparison of two exemplary speech
enhancement systems using the above objective quality measures in
the framework of our new black box test methodology.

2. ENHANCED SPEECH SIGNAL DECOMPOSITION

In this section we briefly review the steps required for signal ac-
quisition and our previously published method of decomposing the
enhanced speech signal into its components speech, noise, and echo
[4].

In a black box test scenario of sophisticated speech enhancement
systems comprising, e.g., noise reduction and echo cancellation, the
internal processing usually is unknown. In order to allow for a later
decomposition of the enhanced signal, we assume some laboratory
test setup where the near-end speech signal s(n), the acoustic noise
n(n), and the echo d(n) are digitally added to obtain the microphone
signal y(n).

2.1. Signal acquisition

The underlying assumption is that the microphone and the A/D con-
verter can be modeled as a linear system, which is not too far from
reality if the quantizer resolution is 16 bit or more, and if it works
at a well-tuned operating point. The acquisition of the three signals
s(n), n(n), and d(n) is accomplished as follows: First, we have to
digitally record our near-end speech test signals s(n) and the test
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Fig. 1. Black box test of an arbitrary speech enhancement system
including noise reduction and echo cancellation.

noise n(n) separately via the microphone and the A/D converter of
the speech enhancement device under test (see Fig. 1), and then to
add both signals. In the actual real-time test of the speech enhance-
ment system a far-end signal is to be fed into the downlink input of
the system. In the loudspeaker-enclosure-microphone (LEM) sys-
tem only the echo signal is captured at the microphone and digitally
stored after A/D conversion. The prerecorded near-end speech plus
the noise of the respective test case are then to be added in real-
time to the captured echo signal d(n) and are input to the black box
speech enhancement system in the uplink.

Following this recording methodology, we can indeed observe
the corresponding enhanced speech signal ŝ(n′) and its input com-
ponent signals: near-end speech signal s(n), noise signal n(n),
and echo signal d(n). The rest of our investigations is purely per-
formed as offline processing based on the stored digital signals
d(n), n(n), s(n), ŝ(n′), with sample index n′ having a certain de-
lay with respect to sample index n. We are aware that such signals
are often not yet digitally accessible in today’s hands-free devices.
However, they could be made accessible via a digital interface as
shown in Fig. 1, as it has been proposed to ITU-T SG12 for a fu-
ture speech quality assessment methodology for wideband hands-
free devices. For any speech enhancement software simulation these
signals should be easily available.

2.2. Signal decomposition

In a first step of the offline processing, some preprocessing with no
impact on the perceived speech quality must be applied to the en-
hanced speech signal ŝ(n′). First, the mean of all signals should be
subtracted to compensate for any DC-component. Subsequently the
signal ŝ(n′) must be time aligned in accordance with the near-end
speech signal s(n) to obtain an enhanced speech signal ŝ(n) with
the same time index n as the input signals.

The real-time digital addition of system input components as
shown in Fig. 1 is now repeated in the offline processing in the
spectral domain. Spectral processing with framing, DFT, IDFT, and
overlap-add is performed with the parameters NΔ (frame shift), N

(frame length), and a certain window type.
An appropriate window function and the corresponding parame-

ters {N, NΔ} have to be chosen such that the signal after frequency
domain addition according to

Yl(k) = Sl(k) + Nl(k) + Dl(k) (1)

and IDFT with overlap-add results in y(n) again. Capital letters
denote the DFT of the respective signals with the frame index l and
the frequency bin k. Without loss of generality for the analysis to
follow, assume now that Dl(k) is already included in Nl(k), so that
we have a speech component and a noise component (which includes

the echo component). The amplitude and phase formulations of the
frequency domain processing are then

|Yl(k)|ejφYl
(k) = |Sl(k)|ejφSl

(k) + |Nl(k)|ejφNl
(k)

. (2)

Remember, in our black box test approach we are not interested
in (and may not even know anything about) the internal process-
ing of the speech enhancement system. Besides noise reduction and
echo cancellation, it may perform other nonlinear processing steps.
However, we simply model it by assuming that it applies a complex-
valued gain function Gl(k) ∈ C in our overlap-add framework ac-
cording to

|Ŝl(k)|e
jφ

Ŝl
(k)

= Gl(k) · |Yl(k)|ejφYl
(k)

. (3)

Given (3), the complex gain of the speech enhancement system
shall be computed by division according to

Gl(k) ≈ min

[
|Ŝl(k)|

|Yl(k)|
, 1

]
·
e

jφ
Ŝl

(k)

ejφYl
(k)

, (4)

as signals ŝ(n) and y(n) are available and can be transformed into
the frequency domain. Computing Gl(k) directly from (3) leads to
audible artifacts sounding similar to musical noise after the signal
decomposition, reducing the reliability of subsequent objective and
subjective measurements. This effect can be avoided by the limita-
tion of the complex gain according to (4).

Due to linearity of the frequency domain addition in the overlap-
add framework, we are now able to perform the last step of our test
methodology. The filtered speech and noise components of the en-
hanced speech signal can be computed individually in the frequency
domain by

|S̃l(k)|e
jφ

S̃l
(k)

= Gl(k) · |Sl(k)|ejφSl
(k) (5)

and

|Ñl(k)|e
jφ

Ñl
(k)

= Gl(k) · |Nl(k)|ejφNl
(k)

. (6)

Because of the limitation in (4), the sum of the filtered speech com-
ponent and the filtered noise component in the frequency domain
only approximates the enhanced speech signal as

|S̃l(k)|e
jφ

S̃l
(k)

+ |Ñl(k)|e
jφ

Ñl
(k)

≈ |Ŝl(k)|e
jφ

Ŝl
(k)

. (7)

Eqs. (5) and (6) hold for an additive mixture of filtered speech
and noise components—as assumed before—but, of course, (6)
holds as well for the filtered noise component only. In the latter
case, the filtered echo component of the enhanced speech signal can
be computed from

|D̃l(k)|e
jφ

D̃l
(k)

= Gl(k) · |Dl(k)|ejφDl
(k)

, (8)

and is to be added to the left-hand side of (7). The respective time
domain signals s̃(n), ñ(n), and d̃(n) are computed by subsequent
IDFT and overlap-add. They may serve for subjective listening
tests—in this work, however, they are also used to compute objective
quality measures.

In our previous work we found that a Blackman window of
frame length N = 512 samples and frame shift NΔ = 64 samples
yielded the best performance for 8 kHz sampled signals [4]. Thus,
our experiments are performed using these settings.

274



3. OBJECTIVE MEASURES

For objective assessment of speech enhancement systems in this pa-
per we choose three different widely used quantities. Note that in
state-of-the-art black box speech quality assessment—to the best of
our knowledge—it has not yet been possible to employ these quan-
tities simultaneously before, particularly not in double-talk.

As a first measure, the amount of speech distortion is evaluated
by means of PESQ-based MOS [5] of the filtered speech component
s̃(n) relative to the speech signal s(n). PESQ scores are averaged
over all test signals.

Secondly, the segmental noise attenuation (NA) is to be com-
puted, defined as

NAseg = 10 log10

[
1

C(Λ)

∑
λ∈Λ

NA(λ)
]
,

NA(l) =

∑N−1
ν=0

(
n∗(ν + lN)

)2∑N−1
ν=0

(
ñ∗(ν + lN)

)2
. (9)

Here, the term Λ denotes all test data frames of length N , since all
are corrupted by noise. C(Λ) is the number of frames in set Λ. Note
that prior to the segmental NA computation an IIR filter is applied
to the noise signal n(n) and the filtered noise signal ñ(n) to obtain
signals n∗(n) and ñ∗(n), respectively. The reason for the IIR filter-
ing is to avoid segments of a too small filtered noise signal (which
may happen due to nonlinear signal processing), which may result
in perceptually irrelevant outliers of the segmental NA computation.

Finally, we derive the segmental echo return loss enhancement
(ERLE) as

ERLEseg = 1
C(Λd)

∑
λ∈Λd

ERLE(λ),

ERLE(l) = 10 log10

[∑N−1
ν=0

(
d∗(ν + lN)

)2∑N−1
ν=0

(
d̃∗(ν + lN)

)2

]
. (10)

Here, the term Λd is the test data subset with echo being present
in the microphone signal. To avoid segments of a too small filtered
echo signal, we likewise use the signals d∗(n) and d̃∗(n) computed
via the same IIR filter smoothing as applied before.

4. EXPERIMENTAL RESULTS

To demonstrate the application of the signal separation method, we
evaluate two speech enhancement systems consisting of noise re-
duction and echo cancellation sub-systems. Scheme A comprises a
straightforward time-domain NLMS with VAD-controlled fixed step
sizes [6, Sect. 2.2]. However, a well-performing frequency domain
noise reduction based on the least square amplitude estimator [7] is
used with VAD-based noise power estimation. In contrast, scheme
B consists of a more sophisticated filterbank acoustic echo cancel-
lation with near-optimum step size control [8]. Nonetheless, noise
reduction is an ordinary spectral subtraction approach [9], where the
noise variance is merely estimated via first-order IIR filtering with
different time constants for increasing and decreasing amplitudes
[10, Sect. 14.1.3]. In both schemes, a transform domain residual
echo suppression is employed for further echo reduction. The actual
weighting is performed in scheme B via a low-delay time domain
FIR filter to reduce the signal delay.

The performance of both speech enhancement schemes with
more or less a priori known strengths and weaknesses is now ob-
jectively evaluated in the new black box fashion under the NTT-AT
speech and noise database. For this evaluation, a set of 48 far-end

speakers (24 female and 24 male) and another set of 20 near-end
speakers (10 female and 10 male) are selected and combined with
40 car noise signals. In the first experiment, 20 × 40 = 800 noisy
near-end signals are employed to assess the noise attenuation per-
formance in near-end single-talk as well as in double-talk condition.
Each noisy signal is prepared for 5 SNR conditions of 0, 5, 10, 15, 20
dB yielding 800 × 5 = 4000 test signals in total. For the double-
talk simulations, echo signals generated from a subset of 20 far-end
signals are added to the 20 near-end signals at a fixed (near-end-)
speech-to-echo ratio (SER) of 5 dB prior to the addition of noise.
To measure the echo attenuation (ERLE) performance in the noise-
free double-talk case, the second experiment is performed based on
20 × 48 = 960 microphone signals. Here, each microphone signal
is generated to obtain 3 SER conditions of 0, 5, 10 dB resulting in
960 × 3 = 2880 test signals.

In the beginning, we conduct a subjective listening test to
prove that, in spite of the upper limit to the gain in (4), the
addition of the decomposed signals ˆ̂s(n) = s̃(n) + d̃(n) + ñ(n)
is—from an auditive point of view—indistinguishable from the
enhanced speech signal ŝ(n). We randomly select 12 en-
hanced speech signals and their corresponding mixture signal
ˆ̂s(n) comprising SNR conditions of 0, 5, 15 dB. Next, 8 sub-
jects have to listen to all combinations of each pair, i.e.,[
{ŝ(n), ŝ(n)}, {ˆ̂s(n), ŝ(n)}, {ŝ(n), ˆ̂s(n)}, {ˆ̂s(n), ˆ̂s(n)}

]
, in ran-

dom sequence, and decide whether the pair of signals sounds
equal or different. We subsequently compute the similar-
ity score of all combinations from different signals, i.e.,[
{ˆ̂s(n), ŝ(n)}, {ŝ(n), ˆ̂s(n)}

]
, and that of all combinations from the

same signals, i.e.,
{
ŝ(n), ŝ(n)}, {ˆ̂s(n), ˆ̂s(n)}

]
. As result, we ob-

tain similarity scores of 80.73% and 79.17% for the first and the lat-
ter cases, respectively. Consequently, listeners judge ˆ̂s(n) to sound
more often similar to ŝ(n) than two signals that are physically iden-
tical. This proves nicely, that, from an auditive point of view, our
approach of signal separation yields additive components of speech,
residual noise, and residual echo. It should be noted that all listeners
state that they have severe problems (in) perceiving differences be-
tween the presented signal pairs at all, and consequently sometimes
assume differences, where surely there were none.

After computing the error signal between ŝ(n) and ˆ̂s(n), we
also quantitatively measure the signal-to-error-signal ratio over all
test signals resulting in an average value of 30.03 dB. These results
further support our conclusion from the subjective listening test from
above that the mixture of the component signals auditively is indis-
tinguishable from the enhanced speech signal.

In the next experiment, we conduct objective measurements as
has been explained in section 3. The results are depicted in Figs. 2
and 3. The markers of each curve in Figs. 2 and 3 represent the 5
SNR and the 3 SER conditions of the first and second experiments,
respectively. Solid lines in both figures refer to double-talk simula-
tions. The dashed lines in Fig. 2 refer to near-end single-talk cases.
The more a curve is located in the upper right of the figure, the less
residual noise or echo and speech distortion remain in the enhanced
speech signal, and consequently the better the algorithm performs.

Analyzing the results, it can now clearly be seen that in all
cases scheme A perceptually gives enhanced speech signals with less
speech distortion than scheme B does. Informal listening tests in
fact confirm that the enhanced speech signals produced by scheme B
sound slightly metallic. From informal listening tests and our prior
knowledge about the noise reduction schemes, it also turns out that
scheme A with the better noise reduction approach yields less resid-
ual noise than scheme B does. This fact is clearly depicted in Fig. 2,
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Fig. 2. Objective performance comparison of two speech enhance-
ment systems with respect to PESQ-based MOS and segmental NA
in near-end single-talk (dashed) and double-talk (solid) condition.

where the near-end single-talk and double-talk curves of scheme A
are located to the right of the respective curves of scheme B.

To analyze the echo attenuation performance, we compare the
performance in far-end single-talk and double-talk cases. The far-
end single-talk performance (SER → −∞ dB) is measured by
applying only echo signals generated from all 48 far-end speaker
signals to the speech enhancement systems, and it results in
ERLEseg = 33.33 dB for scheme A, and ERLEseg = 51.76
dB for scheme B. Along with Fig. 3, we can easily see that
scheme B with a better echo cancellation technique leads to a higher
echo attenuation (ERLE) than scheme A does, which is to be ex-
pected. Nevertheless, similar to the result of the previous experi-
ment, scheme B unfortunately still shows more perceptual speech
distortion.

Based on these results, we have shown that our signal separation
technique along with standard measures such as PESQ, ERLE, and
noise attenuation can provide a powerful tool to simultaneously as-
sess aspects of speech quality, that previously were available only in
different test cases with highly specialized test sequences, and that
was not possible to be measured in double-talk before.

5. CONCLUSIONS

In this paper we show how to report on objective speech quality
measures such as PESQ, ERLE, and noise attenuation for speech
enhancement systems in a black box test scenario. Our approach
allows the simultaneous measurement of all 3 quantities even in
double-talk test conditions. As a prerequisite, we use a simple but
effective scheme to decompose the enhanced speech signal into its
three components (distorted) speech, residual noise, and residual
echo. Comparing two speech enhancement systems, weaknesses and
strengths w.r.t. noise reduction and acoustic echo cancellation are
clearly reported—also in double-talk situations. This new method-
ology provides engineers and scientists with a powerful means to
measure the performance of hardware hands-free systems or of al-
gorithm simulations, respectively, in a black box type of test.
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Fig. 3. Objective performance comparison of two speech enhance-
ment systems with respect to PESQ-based MOS and segmental
ERLE in double-talk condition.
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