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We describe an efficient conversion method, which directly

converts a desired spectral representation from compressed

audio material. The conversion method provides a feature ex-

traction algorithm with a suitable complex frequency repre-

sentation of an audio signal. The presented conversion allows

us to trade off computational complexity with accuracy. We

then test several operating points with an MPEG audio feature

extraction system. That leads, in general, to a reduction of the

computational complexity from O(N log N) to O(N), com-

pared to the conventional method of first decoding and then

applying the DFT to the resulting time domain audio signal.

Index Terms— subband conversion, polyphase descrip-

tion, spectrum approximation, feature extraction, matrix mul-

tiplication

1. INTRODUCTION

Nowadays, compressed audio content is ubiquitous. It is usu-

ally based on a specific, often time-varying, spectral represen-

tation of the audio signal, as is the case for MP3 and MPEG-

2/4-AAC. An emerging application is the search for audio

pieces using audio features. The latter are extracted from

the uncompressed audio signal and are used for a search in

uncompressed audio libraries. But often audio libraries con-

tain only compressed audio signals. Hence it would be useful

to obtain an audio feature extraction system which works di-

rectly on the compressed audio signals. The MPEG feature

extraction uses a different spectral representation. Therefore

a system for the direct conversion of the given spectral rep-

resentation of the encoded signals into the desired spectral

representation for the feature extraction would be useful.

2. PREVIOUS APPROACHES

Several previous approaches are dealing with conversion

methods between subband domain representations, especially

in the topic of image and video coding. A method for linear

filtering in the transform domain is proposed in [1]. In [2, 3]

the conversion between different sizes of DCT transforms is

given. The patent in [4] proposes a conversion method be-

tween the MDCT and the DFT domain. Unfortunately, the

amount of saved calculations is the same as for the conven-

tional method, only the memory allocation is slightly reduced.

The architecture presented in [5] does not restrict the types

of the used filter banks. However, in all previously men-

tioned approaches the number of subbands of the different fil-

ter banks have to be multiples of each other. A general method

is proposed in [6], which can be applied to any maximally-

decimated filter banks without any condition on their sizes.

All of those mentioned approaches show that a direct conver-

sion is working in practice, nevertheless, the computational

complexity is not reduced. [7] approaches the problem of

converting the spectral representation as a linear interpolation

problem with constant weighting factors. This approach al-

lows only a coarse approximation, however, while having a

very small computational complexity.

3. NEW APPROACH

Our goal is to develop a conversion system generating a

spectral representation of an audio signal, which is at least

exact enough to enable running a musical feature extrac-

tion algorithm successfully while having the lowest compu-

tational complexity as possible. The new approach builds

on the method proposed in [6] and further extends it. We

describe the filter bank as a polyphase filter matrix. A

maximally-decimated filter bank can be described by the so-

called polyphase description [8]. The main advantage of

the polyphase description is its mathematical compactness,

so that a filter bank is fully described by a polyphase filter

matrix. In our notation, bold face characters denote vectors

or matrices, and capital letters denote z-transformed signals.

Figure 1 shows a synthesis filter bank followed by an analysis

filter bank having the transfer functions gl(n) and hm(n) re-

spectively, where l = 0 . . . L−1 and m = 0 . . . M −1. Y(z)
denotes the row vector of the z-transformed subband signal

of the compressed bitstream. X̂(z) is the row vector of z-

transforms of the polyphase components of the reconstructed

time signal, and Ŷ(z) is the row vector of the z-transformed

desired subband signal.

3.1. The conversion system

An overview of the conversion system is presented in Fig-

ure 2, where the upper half shows conventional transcoding

and the lower half our direct conversion approach. In conven-
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Fig. 1. Block diagram of a synthesis filter bank followed by

an analysis filter bank.
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Fig. 2. Block diagram of the conventional transcoding and of

our direct conversion method.

tional transcoding, the time signal X̂(z) is first reconstructed

and then transformed into the targeted frequency representa-

tion. However, the intermediate step of calculating the time

signal is not necessary in our context and can be avoided. This

is achieved by our direct conversion approach, where the con-

version matrix T(z) is the matrix product of the polyphase

matrices of the synthesis filter bank G(z) and the analysis

filter bank H(z). Note that if L = M , i.e. the polyphase

matrices are of equal sizes, the solution is trivial because the

size of our conversion matrix results to K = L = M . The

solution for L �= M is more complex and requires the con-

struction of a subband polyphase vector of a different size.

For that purpose we introduce the polyphase subband vectors

U(z) and V(z). The subband signal vector Y(z) contains

the L subband signals of the compressed domain. The output

of our conversion system is Ŷ(z). It contains M subband sig-

nals of the target domain, which in our example application is

the DFT.

Y(z) =
∞∑

m=0

Ymz−m , Ŷ(z) =
∞∑

m=0

Ŷmz−m (1)

where Ym and Ŷm are the vectors of subband values at time

m. T(z) is our conversion matrix of size K × K, which

converts L subband coefficients from the source domain into

M subband coefficients of the target domain. K is the least

common multiple of L and M . Further, pg and ph are the

fractions of K and the number of subbands.

pg =
K

L
, ph =

K

M
(2)

Since the multiplication of an L× L with a K ×K matrix is

not possible, we need to introduce U(z), which is constructed

from the vector Y(z). U(z) is obtained according to

U(z) =
∞∑

m=0

[
Ypgmz−m, Ypgm+1z

−m, . . . , Ypgm+pg−1z
−m

]
.

(3)

The output of our conversion system is also of size K×K and

defined as V(z). The desired signal Ŷ(z) can be extracted by

knowing that V(z) contains the subband coefficients in the

following arrangement:

V(z) =
∞∑

m=0

[
Ŷphmz−m, Ŷphm+1z

−m, . . . , Ŷphm+ph−1z
−m

]

(4)

V(z) is obtained by applying the conversion matrix T(z) to

U(z) according to

V(z) = U(z)T(z). (5)

3.2. The conversion matrix T

This section answers the question of how to obtain a suitable

conversion matrix T(z). If the synthesis polyphase matrix

G(z) and the analysis matrix H(z) are of different sizes, we

need to extend the transform matrices to their least common

multiple of K. Their extended versions are defined as A(z)
and B(z), respectively. Thus, the conversion matrix T(z) is

obtained by simply multiplying them.

T(z) = A(z)B(z) (6)

A(z) is obtained using the formula

A(z) =
J∑

j=0

Dj(z)⊗Gj , (7)

where ⊗ denotes the Kronecker matrix product. J is the de-

gree of G(z), which is one for the MDCT in our case. Further

note, that Gj represents one set of coefficients of the polyno-

mial matrix G(z),

G(z) =
J∑

j=0

Gjz
−j . (8)

Dj(z) is a delay matrix

D(z) = D0(z)Sj(z), (9)

whereas D0(z) is defined as
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D0(z) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 · · · 0 1
z−1 0 · · · 0

0 z−1
...

. . . 0
...

0 · · · 0 z−1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

p×p

. (10)

S(z) is a shift matrix that advances a block or vector by one

entry (see [8]).

S(z) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 · · · 0

0 0 1
...

... 0
. . . 0

0
...

... 1
z−1 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

p×p

(11)

For instance, when p = 4 and G(z) is an MDCT polyphase

matrix (i.e. J = 1), applying equation 7 results in

A(z) =

⎡
⎢⎢⎣

G1z
−1 0 0 G0

G0z
−1 G1z

−1 0 0
0 G0z

−1 G1z
−1 0

0 0 G0z
−1 G1z

−1

⎤
⎥⎥⎦ , (12)

which has the size K ×K. Applying the same procedure to

the M -sized H(z) results in the extended matrix B(z).

3.3. Time Varying Case

Since the spectral representation in audio coders are usually

time-varying, we need to consider a time varying synthesis fil-

ter bank H(z) (in our case this is the inverse MDCT), whose

polyphase matrices have time-varying entries. In order to ex-

press this time dependency, the parameter m, denoting the

time instance, is introduced. Thus G(z) becomes G(z, m)
(see [8]), and the time signal X̂(z) is now obtained using the

formula

X̂(z) = Y(z)G(z, m). (13)

The matrix containing the filter coefficients for the next time

step is obtained as follows:

G(z, m + 1) = G0(z, m + 1)z0 + G(z, m)z−1 (14)

T(z, m) can be calculated incorporating A(z, m) according

to equation 6. A(z, m) is obtained by combining G(z, m) of

different time steps. In the same way we obtain B(z, m).

3.4. Approximation

The most important characteristic of a conversion matrix is,

that its components have a strong similarity to diagonal matri-

ces. The most significant values are evenly spread along the

main diagonal, whereas they decrease the further we move

away from it. This property allows us to approximate our de-

sired spectral representation by calculating the strongest di-

agonals while neglecting the less important. Hence to ob-

tain a lower complexity, matrix entries with a smaller magni-

tude than a chosen threshold are set to zero. Depending on

whether we like to have a more precise approximation or a

computational efficient one, we can use more or fewer ma-

trix entries for the calculation. Since only elements along

the main diagonals are left, we obtain a computational com-

plexity of O(N). This is clearly lower than the approach of

decoding/encoding using an FFT, which has a computational

complexity of O(N log N) (see [4]).

4. FEATURE EXTRACTION AND CLASSIFICATION

The direct conversion from compressed domain audio files

into a short time frequency domain representation can be uti-

lized in a vast number of different applications. In order to an-

alyze this technique satisfactorily, results of initial tests have

been evaluated with an audio identification system. The ap-

proach used in this paper is similar to the system described

in [9] with the major difference, that a different feature ex-

traction method was chosen. Based on MPEG core experi-

ments [10], it turned out, that feature extraction based on the

spectral envelope is much more robust against different kinds

of distortions than feature extraction methods based on spec-

tral flatness measures. Our feature extractor is based on sub-

bands which are logarithmically spaced using a Short Time

Fourier Transform (STFT). The bandwidth of the lower bands

is smaller to the bandwidth of the higher bands, since the per-

ception of the human ear is more accurate in the lower fre-

quencies too. The squared STFT values within each band are

averaged and constitute the raw feature vector. In order to be

invariant to the loudness of the signal, the raw feature vector

is logarithmized and the difference to the last feature vector is

taken. To compare the query feature vector against a database

of feature vectors, a simple nearest neighbor classifier is cho-

sen. This classifier returns a result list with the closest items

to the query feature vector and a distance value. Since the dis-

tance value cannot be directly used for identifying the song,

a confidence measure has been introduced, which is based on

the differences of the ordered sequence of distance values.

A jump in the sequence indicates a high confidence for the

smaller distance values.
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5. EVALUATION

In order to evaluate the accuracy of the direct conversion,

the MPEG-7 core experiment test set has been used (com-

pare [10]). This test set has been created to evaluate differ-

ent identification algorithms and contains nine musical pieces

in uncompressed format with different common western gen-

res. For our test set, the musical pieces have been compressed

into the MP3 format. The compressed files from the test set

have been directly converted into the STFT domain by using a

number of different thresholds for the coefficients of the con-

version matrix. Altogether 20 different thresholds have been

chosen and the usual feature extraction algorithm has been ap-

plied to these STFT values. The resulting 9 ·20 = 180 feature

matrices have been classified and statistical confidence values

computed. A confidence value above 50 % indicates that the

item has been successfully identified. Figure 3 shows the re-

sults of the classification from the original and the different

distortions.
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Fig. 3. Result after classification, confidence vs. conversion

complexity

The conversion complexity is the fraction of the number of

matrix entries unequal to zero relative to the total number of

conversion matrix entries. The solid line shows the average

confidences after direct conversion, extraction and classifica-

tion of the original compressed files, and the symbols ”+”

and ”*” describe maxima and minima respectively. A con-

version complexity of 1 means the conversion matrix is un-

changed with no loss of information, and the recognition rates

should be as good as the conventional method (MP3 decoding

and performing an FFT). Based on our results, a conversion

complexity above 59 · 10−5 does always reach a confidence

value of 100 % and even a complexity of 46 · 10−5 results

in 50 % confidence for the worst items. An average confi-

dence of about 90 % can still be reached at a complexity of

22 · 10−5. But the minimum values at this threshold are very

low and a successful recognition of all musical pieces cannot

be guaranteed anymore. Therefore, it is recommended to add

more complexity (lower the conversion threshold) for receiv-

ing good recognition rates in all circumstances.

6. CONCLUSIONS

Our goal was to obtain a direct conversion system from a

given spectral representation to a desired spectral represen-

tation to reduce the required computational complexity. Our

approach was to use a polyphase conversion matrix. We eval-

uated the resulting conversion in the context of an audio fea-

ture extraction system, and found we can reduce the compu-

tational complexity from an order of O(N log N) to O(N)
without reducing the recognition accuracy of the system.
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