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ABSTRACT

The classical waveforms used in the subtractive sound synthesis have
rich spectral content, which causes their sampled digital implemen-
tations to suffer from aliasing distortion. Several antialiasing wave-
form synthesis algorithms have been suggested, and they either re-
move the aliasing completely or reduce it greatly. A new approach to
alias reduction is proposed where the remaining aliased components
are suppressed by applying digital highpass and/or comb filtering to
the output of an antialiasing algorithm. Applicable filter designs for
this novel postprocessing approach are discussed and evaluated with
respect to the alias reduction performance using noise-to-mask ratio
(NMR). The NMR can be reduced by 10 dB at high fundamental fre-
quencies with a computationally efficient highpass filter. The NMR
can be further reduced by using a combination of an IIR comb fil-
ter and a DC blocking filter, which provides the best alias reduction
performance at high fundamental frequencies.

Index Terms— Acoustic signal processing, antialiasing, audio
oscillators, music, signal synthesis.

1. INTRODUCTION

The subtractive sound synthesis generates sound by filtering a spec-
trally rich waveform, such as the sawtooth and the rectangular wave
[1]. These classical continuous-time waveforms contain infinitely
many harmonically related frequencies, which can be seen from their
Fourier series representations. Therefore, the trivial sampling of the
continuous-time waveforms suffers from aliasing, since the frequen-
cies above the Nyquist limit are folded on to the audio band. Es-
pecially at high fundamental frequencies, this aliasing distortion be-
comes clearly audible and disturbing.

Human hearing is a highly nonlinear process, and the frequency
resolution of hearing makes no exception [2]. The frequencies of the
audio band are perceived approximately logarithmically so that the
middle point of the perceived audio band is about 1 kHz. Due to this
behavior, the aliased components below the fundamental frequency
of a waveform are easily perceived at high fundamental frequencies.
At lower fundamental frequencies the aliasing between the wave-
form harmonics becomes more disturbing. Although the harmon-
ics of a waveform cause some of the aliased components to become
inaudible due to the phenomenon of frequency masking, not all of
them are masked.

In this paper, the task of alias reduction in digital classical wave-
form synthesis using postprocessing digital filtering is investigated.
Existing antialiasing waveform synthesis algorithms are briefly re-
viewed in Section 2. In Sections 3 and 4, two approaches for alias
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reduction in trivially sampled continuous-time waveform and an-
tialiasing algorithms are presented. The evaluation of the presented
approaches with respect to the alias reduction performance is pre-
sented in Section 5. Section 6 concludes the paper.

2. ANTIALIASING OSCILLATOR ALGORITHMS

There are several antialiasing classical waveform oscillator algo-
rithms, which have been previously classified into three categories
as follows [3]:

1. bandlimited algorithms, where only frequencies below the
Nyquist limit are generated,

2. quasi-bandlimited algorithms, where a continuous-time wave-
form is first lowpass filtered and then sampled, and

3. alias-suppressing algorithms, where the spectral tilt of the
waveform is modified.

The first class contains algorithms which are ideally bandlim-
ited, i.e., they contain no aliasing. This class includes, e.g., the ad-
ditive synthesis technique [4]. The algorithms of the second class
allow some aliasing mainly at high frequencies, and they are im-
plemented by performing antialiasing filtering to the continuous-
time waveform before sampling in order to attenuate the frequencies
above the Nyquist limit. With simple geometric waveforms, such as
the classical waveforms, this can be performed in closed form, e.g.,
by integrating a bandlimited impulse train [5, 6]. The third class
contains algorithms which allow aliasing in the whole audio band
but sufficiently suppressed. These methods usually apply an expo-
nential decay function to the harmonic amplitudes before sampling
and restore the original spectral tilt with a digital filter. This class in-
cludes, e.g., the differentiated parabolic waveform (DPW) technique
[7, 8].

The postprocessing approaches proposed in this paper do not
fulfill the definition of any of the abovementioned categories, and
thus they form a fourth category. This new class, filter-based post-
processing algorithms, applies digital filtering to a waveform which
is obtained by either trivial sampling or as the output of an antialias-
ing algorithm of categories two or three.

3. HIGHPASS FILTERING APPROACH

Since the aliasing below the fundamental frequency is the dominant
reason for the alias disturbance at high fundamental frequencies,
some of the aliasing distortion can be reduced by applying high-
pass filtering with which the components below the fundamental fre-
quency are attenuated. Next, practical filter designs for this highpass
filtering approach are discussed.
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Fig. 1. DC blocking filter.

Since the fundamental frequencies in music are usually only
small fractions of the sampling rate, the transition band of the fil-
ter becomes narrow. This leads to large filter orders in traditional
filter designs, which is often not desirable due to the reduced com-
putational efficiency. The problem of a narrow transition band can be
relaxed by interpolating a prototype filter designed at a lower sam-
pling rate [9] or obtained by a spectral transformation [10], yielding
improved computational efficiency. However, especially in real-time
applications, the fundamental frequency of the waveform is time-
varying, and, in order to obtain the maximal alias reduction per-
formance, the filter coefficients should be updated fast, preferably
on a per-sample basis [11]. The coefficient value update in tradi-
tional filter designs requires the computation of each coefficient sep-
arately, which decreases the computational efficiency of the algo-
rithm. Therefore, the traditional filter designs are impractical in this
approach, and alternative designs must be investigated.

A computationally efficient and easily adjustable highpass filter
is obtained by setting the filter to have a transmission zero at the
zero frequency and by using a pole to set the amplification at other
frequencies. This first order IIR filter, the DC blocker, is given by
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where |p| < 1, and its block diagram is shown in Figure 1. The
factor (1+p)/2 is for normalization, as it sets the gain at the Nyquist
limit to unity. The filter structure requires only two multiplications
and two additions per sample, and the multipliers are easily updated
by changing the pole p and computing the normalization factor.

The pole can be calculated from the desired —3 dB frequency
fe € (0, fs/2) by solving p from equation |Hpc (e?2™f</Fs)|2 =
1/2, yielding
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where f; is the sampling frequency. The latter form is obtained by
using the properties of trigonometric functions. However, computa-
tion of the exact pole position requires evaluation of a trigonometric
function, which makes the accurate pole calculation computationally
inefficient. In order to compute the pole position efficiently, (2) must
be approximated with a low order polynomial. A computationally
efficient first order approximation is given by
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which produces slightly lower and higher —3 dB frequencies than
(2) below and above fs/4, respectively. Note that the computation
of the pole position using (3) requires no division, since 1/fs is a
constant.
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Fig. 2. FIR and IIR comb filters.

The DC blocking filter can be computationally more efficient, if
the filter normalization is omitted. Since the fundamental frequen-
cies found in music are rarely above 4200 Hz, the filter provides
less than 2 dB amplification at the Nyquist limit below the 4200 Hz
limit without normalization when the sampling frequency is above
40 kHz. Therefore, the normalization multiplication can be omit-
ted.

4. COMB FILTERING APPROACH

Since at low fundamental frequencies the aliasing between the wave-
form harmonics becomes more disturbing, the level of the aliased
components in between the harmonics can be decreased by using a
comb filter, which passes harmonically related frequencies and at-
tenuates the rest. Next, filter designs for the comb filtering approach
are discussed.

A comb filter can be constructed in two alternative ways [12].
The first variation, the FIR comb filter, passes harmonically related
frequencies and attenuates the frequencies in between them. The
second variation, the IIR comb filter, applies large amplification to
harmonically related frequencies and smaller amplification to the

frequencies in between them. The transfer functions of gain-normalized

FIR and IIR comb filters are given by
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respectively. The feedback coefficient ¢ € (0, 1) in the IIR comb fil-
ter sets the attenuation between the harmonics. The delay-line length
L defines the frequencies to be passed by the comb filter, and for a
waveform with fundamental frequency fo it is given by L = fs/ fo.
Thus, when the fundamental frequency fo is varied, a division is
required to update the delay-line length L.

Since the fundamental frequency of a waveform can be arbi-
trary, the required delay-line length L is rarely an integer. There-
fore, in order to avoid the attenuation of the waveform harmonics,
the fractional part of the desired delay must be implemented using a
fractional delay filter. The use of the fractional delay filter Heq(2) is
indicated in Figure 2, where the block diagrams of the FIR and IIR
comb filters are illustrated. In Figure 2, D denotes the integer part
of L.

In practice, the fractional delay is implemented using either a
first order Lagrange (linear, FIR) interpolator or a first order Thiran
allpass filter [13]. However, both of these implementations are dis-
persive, i.e., the produced delay is not constant for all frequencies.
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At low frequencies the delay approximates quite well the target, but
at high frequencies it deviates from the desired depending on the
implementation type and the targeted delay. However, since the fre-
quency resolution of the human hearing is approximately logarith-
mic, the deviation of the higher harmonics is practically inaudible.

In addition, since the linear interpolator is in practice a lowpass
filter, it attenuates the higher harmonics of the waveform. The atten-
uation is more severe in the IIR comb filter, tens of decibels, while
in the FIR comb filter the attenuation is only a few decibels. How-
ever, since in the subtractive sound synthesis the source waveform is
usually filtered with a lowpass filter, the lowpass characteristics of
the linear interpolator can be taken into account when designing the
synthesizer filter.

When the FIR and IIR comb filters are defined as in (4) and
(5), respectively, they also pass frequencies near the zero frequency.
These aliased components can be attenuated by applying the DC
blocking filter described in Section 3. However, if the desired wave-
form has only odd harmonics, as in the case of the triangular pulse
wave or the rectangular pulse wave with a duty cycle of 50%, the
DC blocking filter is not needed if the addition in the comb filter
is replaced with subtraction and the delay line length is halved, i.e.,

5. EVALUATION OF THE FILTERING APPROACHES

The alias reduction performances of the proposed filtering methods
are evaluated using the noise-to-mask ratio (NMR), a measure pro-
posed for evaluation of perceptual audio coding methods [14, 15].
The NMR figures are computed in a similar manner as in [3], and
the algorithm is briefly reviewed next.

The NMR algorithm requires two signals, a bandlimited refer-
ence signal and the difference between the alias corrupted signal
and the reference signal. The amplitude and phase errors in the
evaluation are avoided by composing the reference signal from es-
timated amplitudes and phases of the harmonics from the corrupted
signal. Next, a 1024-point magnitude spectrum of the reference and
error signals is computed with the FFT using the Hann window, and
the spectra are divided into segments which approximate the criti-
cal bands of hearing. The average energy of each band is scaled by
dividing by its width in bins and the average energy is converted to
the decibel scale. The frequency masking phenomenon is simulated
by copying a fraction of the signal energy from each critical band
to all neighboring bands using an interband spreading function. The
hearing threshold is applied as an additive term, the final energy per
band is computed, and energies of all bands are added up. Finally,
a single NMR figure is obtained as the ratio of the error to the mask
threshold. In the evaluation, the sampling rate of 44.1 kHz was used.
This affects the choice of critical bandwidths and spreading func-
tions. Smaller NMR values are considered better, and the NMR val-
ues below —10 dB are considered to be free from audible artifacts
[15].

In Figure 3, the NMRs of the trivially sampled sawtooth wave
and its highpass and comb filtered version are presented for 88 fun-
damental frequencies spanning the piano range from 27.5 Hz to 4186
Hz. The NMR of the DPW algorithm [7] is also plotted for com-
parison. The fractional delays in FIR and IIR comb filters are im-
plemented using the linear and the first order allpass interpolators,
respectively. The feedback coefficient of the IIR comb filter is ¢ =
0.995, which yields approximately 52 dB attenuation of the frequen-
cies between the harmonics. The outputs of the comb filters are also
filtered with the DC blocking filter. The pole of the DC blocking
filter is calculated with (3) using f. = fo in all cases.
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Fig. 3. The NMR figures of a trivially sampled sawtooth wave and
its highpass and comb-filtered versions. The NMR of the DPW al-
gorithm (dashed line) is plotted for comparison.

It is seen in Figure 3 that above 350 Hz all proposed filtering
methods perform better than the trivial sampling. The DC blocking
filter provides approximately 10 dB and the FIR comb filter in com-
bination with the DC blocking filter approximately 15 dB improve-
ments. The IIR comb filter with the DC blocking filter provides an
almost flat 6 dB NMR figure for all tested fundamental frequencies.
Only the IIR approach provides improvement over the DPW algo-
rithm above 1100 Hz, while the DC blocking and FIR approaches
provide NMR figures between the trivial sampling and the DPW.

Below 350 Hz the DC blocking filter provides approximately
the same NMR as the trivial sampling, and the FIR comb filter with
the DC blocking filter provides the same 6 dB NMR figure as the IIR
comb filter. The larger NMR figures of the comb filtering approaches
are due to the dispersion of the fractional delay, which causes the
higher harmonics to be attenuated while some aliased components
near the harmonic frequencies are passed without any attenuation.
Therefore, the waveform contains effectively more aliasing at high
frequencies, which increases the NMR figure of the comb filtering
approaches at low fundamental frequencies.

In Figure 4, the NMRs of the DPW algorithm and its filtered
versions are presented using the same filter parameters as for the
trivially sampled sawtooth wave. Now, the NMR of the DPW2X,
a multirate version of the DPW algorithm [7], is plotted for com-
parison. The proposed filtering approaches provide improvements
to the DPW algorithm above 1100 Hz, below which all approaches
produce larger NMR figures. With the comb filtering approaches
they are again due to the fractional delay dispersion, but the worse
performance of the DC blocking filter is due to the properties of
the DPW algorithm. The DPW algorithm produces less aliasing at
low frequencies than the trivial sampling, and at low fundamental
frequencies the DC blocking filter attenuates the lowest harmonics,
which cause the signal to contain more aliasing at high frequencies.

It is seen in Figure 4 that above 1100 Hz the DC blocking fil-
ter provides approximately 7 dB improvement, and the FIR comb
filter with the DC blocking filter provides approximately 12 dB im-
provement. Yet again, the IIR comb filter in combination with the
DC blocking filter provides the best performance, an approximately
constant 2 dB NMR figure for all fundamental frequencies. Above
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Fig. 4. The NMR figures of the DPW algorithm and its highpass and
comb-filtered versions. The NMR of the DPW2X algorithm (dashed
line) is plotted for comparison.

Table 1. The additional multiplications (MPY) and additions (ADD)
required in the filtering approaches and the DPW algorithms with
respect to the trivial sampling approach (one modulo counter).

| Method [ MPY [ ADD [ Note ‘
DCblock | 2 (1) 2 No division
FIR comb 1 1 Requires a division
IIR comb 2 1 Requires a division
DPW 2 1 Requires a division
DPW2X 3 3 Additional modulo counter

1750 Hz, the DC blocking filter and the FIR comb filter provides ap-
proximately the same performance as the DPW2X algorithm, while
the IIR comb filter provides better performance.

In Table 1, the additional multiplication and addition operations
compared to the trivial sampling approach required in each presented
approach are listed. Although the proposed filtering methods require
a few additional operations in order to be comparable with the DPW
and DPW2X algorithms, they do provide better performance at high
fundamental frequencies. Especially, if the division is not desirable,
the proposed DC blocking filter provides an intermediate solution in
terms of alias reduction performance and computational efficiency.

If a better alias reduction performance is desired, the algorithm
requires the division. By using the DPW algorithm in combination
with the IIR comb filter and the DC blocking filter, the aliasing can
be reduced greatly at high fundamental frequencies. At low fre-
quencies the postprocessing filters, or the comb filter alone, could
be switched off, providing approximately the same alias reduction
performance as the original algorithm.

6. CONCLUSIONS

Three different postprocessing digital filtering approaches for the
task of alias reduction of digital classical waveform synthesis algo-
rithms were proposed. The NMR was used in the evaluation of the
proposed algorithms. All approaches provide improvements over
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the existing antialiasing algorithms in alias reduction at high funda-
mental frequencies with only a slight increase in the computational
complexity. The NMR can be decreased by 10 dB by applying the
proposed computationally efficient highpass filter, which requires no
division. At high fundamental frequencies, the proposed combina-
tion of an IIR comb filter and a DC blocking filter provides the best
alias reduction performance among the considered techniques.
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