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Abstract— Cognitive radios provide means to improve the
spectrum utilization by allowing opportunistic usage of allocated
spectrum today if they are not utilized by the primaries1. We first
outline that there are two types of cognitive radios [9], namely,
static and dynamic cognitive radio.Then we explain the role of
physical (PHY) and medium access control (MAC) layer of the
cognitive radio and outlines the interaction to perform optimal
operation. We model this total interaction by means of a queueing
system and analyze the performance. It was found that dynamic
cognitive nodes exhibit higher statistical multiplexing gain and
lower delay compared to static cognitive radio network.
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I. INTRODUCTION

Wireless technologies have had an explosive growth with

the opening of unlicensed spectrum. The growth of wireless

technologies in the unlicensed spectrum has resulted in sig-

nificant congestion in these bands. These technologies are

either power or bandwidth limited and operate sub-optimally.

Also congestion in unlicensed bands translates to requiring

additional spectrum allocation or better spectrum utilization.

Historically, spectrum licensing and access have been static,

targeted at a particular application, leading to a low spectral

efficiency as shown in a number of studies, e.g., [6]. Open-

ing certain portions of spectrum for unlicensed technologies

such as WLAN, Bluetooth and UWB has revolutionized the

wireless industry leading to over utilization while the static

allocation such as TV bands are under utilized. Since a large

amount of (unused or lightly occupied) white space exists in

time, space, and frequency, it is often the absence of dynamic

channel access instead of the true spectral scarcity that limits

the growth of wireless communications systems. With this

realization, the FCC has taken important initiatives toward

flexible and dynamic spectrum policies, including regulation

recommendations [4], secondary market spectrum leasing rul-

ings [7], [5], and technical model proposals [3], [2]. At the

same time, advanced semiconductor and RF technologies have

produced devices that are more intelligent and less expensive

with stronger sensing and signal processing capability. Driven

by necessity and enabled by new technological advances, now

is the perfect time to develop cognitive radio networks. Cogni-

tive radio is a wireless technology that addresses the problem

of spectrum utilization by opportunistically accessing portions

of spectrum that are not used. Also they have the capability

to change their transmission characteristics dynamically based

1Primaries are the owners of the particular spectral band and are allocated
by the Federal Communications Commission by auction. Commercial exam-
ples include TV bands, cellular bands etc.

on the policy guidelines specified by regulatory agencies. For

details of cognitive radio, the readers are referred to [11].

This paper analyzes the performance of cognitive radio in

the presence of cross layer interactions among different layers,

namely, PHY, MAC and NET. While the presence of cognitive

radio does’nt guarantee that the emerging multimedia appli-

cations would meet their required throughput/QoS. We take a

high level view of the cognitive radio system wherein the three

layers PHY and MAC interact to meet the QoS needs of the

application. To model the interaction, we will first analyze the

important functionalities that each of the above layers perform

in the context of cognitive radio.

• The PHY layer has the responsibility to sense the channel

for the presence of any primary2 user and determine

if the channel is available or not. Based on the detec-

tion scheme, number of sensors employed and diversity

techniques, the PHY layer will conclude with sufficient

probability whether the sensed channel is occupied by the

primary or not. It also has the responsibility to detect the

amount of interference present in the current channel if

it is occupied by a secondary3. Finally it needs to shape

the transmitter waveform such that it will cause no or

tolerable interference at the primary and meet its bit error

rate requirement. The channel occupancy by the primary

is represented as Ton and non occupancy is represented

as Toff .

• The MAC layer gets the information about the channel

occupancy (Ton and Toff ) and will use that information

to determine when to switch to a new channel and how

to disseminate the information among other secondary

nodes in the network. Also the MAC translates the Ton

and Toff to a guaranteed rate that a particular channel

can provide and uses that information during admission

control and scheduling different applications.

The goal of all the layers is to extract information coming

from the PHY layer and exchange it to maximize the QoS

expectations of the application. The rest of the paper is orga-

nized as follows: Section II outlines the maximum capacity

achievable by cognitive radio and the possible architectures.

Section III outlines the statistical multiplexing gain achieved

by the cognitive radio for different architectures.

2These are the owners of the spectrum. Examples of such users are TV
transmitters and receivers, cell phones and base stations, police radio etc.

3Cognitive radios are also mentioned as secondaries in this paper
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II. CAPACITY OF COGNITIVE RADIOS

Shannon [1] has shown that the channel capacity C of any

medium can be written as:

C = Blog2

(
1 +

S

N

)
(1)

Here B is the bandwidth in Hz, and S
N is the signal to noise

power ratio.

A. Types of cognitive radio network
There are two types of cognitive radios [?], namely, static

bandwidth cognitive radios and dynamic bandwidth cog-
nitive radios. In static bandwidth cognitive radio, all devices

use fixed spectral bandwidth to transmit their data and exploit

the available holes (whose sizes fit the operational spectral

bandwidth) in the spectrum by opportunistically hopping on

those holes in the absence of a primary. Examples of the

such systems are current wireless technologies which have

cognitive radio functionalities embedded in them. IEEE 802.11

WLANs, IEEE 802.15.3 bluetooth, IEEE 802.16e WiMAX are

the best examples of such systems. In the dynamic bandwidth

cognitive radio system, the system may be able to expand or

contract its spectral bandwidth at any time instant and changes

its transmission waveform accordingly. As an example, this

can be achieved by switching the carriers ”ON” and ”OFF”

according to spectrum availability in Orthogonal Frequency

Division Multiplexing (OFDM) modulation or in Multi-Carrier

Code Division Multiple Access (MC-CDMA).

B. Utilization of Cognitive Radio
To motivate the need for such systems, let us consider that

the primary occupancy is represented by Ton and primary

absence is represented by Toff . The cognitive radio device

would be able to access the system only if the channel state

is Toff . Assuming that the RF frontend of the cognitive

radio is capable of operating in a finite spectral bandwidth

W which allows it to operate in any one of N = W
B channels.

Here B represents the channel bandwidth of the primary.

Also assume that the occupancy in each primary channel is

independent of each other and Ton and Toff are independent

identically distributed (i.i.d) with exponentially distribution,

one can arrive at the utilization (U ) [10] as:

U = 1 −
( Ton

Ton + Toff

)N

(2)

For a general case with each channel having its own T i
on and

T i
off , we have U as [10]:

U =
N∑

k=0

min(M, k)rk

M
(3)

Here M represents the number of competing cognitive radio

networks4 (CRNs) competing for N channels and τi =
T i

on

T i
on+T i

off

. rk in the above equation represents the probability

of k available channels and is given by:

rk =

N!
k!(N−k)!∑

c=1

⎡
⎣ ∏

i∈Sk
c

(1 − τi)
∏

j∈{1,2,··· ,N}−Sk
c

τj

⎤
⎦ (4)

4A cognitive radio network consists of more than on cognitive radio device
who exchange information among themselves

Fig. 1. Capacity as a function of primary occupancy and number of channels

We plot the capacity of CRN as a function of the ratio of
Toff

Ton

and number of channels N . From the figure 1 it is clear that

the capacity increases as a function of N and Toff .

C. Capacity of static and dynamic cognitive radios

Having calculated the utilization, we will now calculate

the capacity of static and dynamic cognitive radio. Since the

capacity static cognitive radio is just dependent on the number

of availability of the channel, it can be expressed as:

CSCR =
T − Tscan

T
× U × B × log2

(
1 +

P

N0B

)
(5)

Here CSCR is the capacity of static cognitive radio, Tscan

represents the scanning time over a interval T and N0 rep-

resents the noise power spectral density. The above equation

has a scaling factor of U which represents the utilization of N
channels and amount of time spent on scanning for primary

channel availability thus reducing the throughput.

For the Dynamic Cognitive Radio, the capacity is expressed

as:

CDCR =
T − Tscan

T
× Bavg × log2

(
1 +

P

N0Bavg

)
(6)

Here Bavg is the average bandwidth and is given by Bavg =
rkB. The equations 5 and 6 represent the upper bound in the

information theoretic sense but we need to exactly compute

the channel rate that will be used by the MAC to determine

its effective bandwidth and admit streams. In order to do that

the MAC obtains the following information from the PHY

regarding the following parameters, namely, Tmin
on , Tmax

on ,

Tmin
off , Tmax

off and average values of T avg
on and T avg

on . From the

above estimated values it is easy to infer that ON and OFF

periods can be easily related to leaky bucket characteristics.

Here the the time Ton represents the time that is not available

to the cognitive radio and Toff represents the time available

for cognitive radio. These times can be related to the peak (P ),

mean (ρ) and burstiness (σ) of the application as Toff = σ
P−ρ

and Ton = σ
ρ . Additionally Tmax

on represents the maximum

scheduling delay and the buffer requirement at the higher

layer. The maximum burst size that can be generated by the

source is σmax = Tmin
off σ. Using the relationships shown

in this paragraph, admission control is done for a arriving
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Fig. 2. Functionalities done at different layer in cognitive radio

traffic coming from the higher layer. Also the buffer size at

the network layer is determined by the σmax. The following

figure 2 outlines the functionalities done at different layers.

Having calculated the capacity of the two types of cognitive

radios, we will not use that in determining their statistical

multiplexing gains.

III. MULTIPLEXING GAIN OF USING MULTIPLE

CHANNELS

A. Delay of dynamic cognitive radio system

Let us consider the dynamic cognitive radios (DCRs)

wherein they aggregate the available channel opportunities and

use those aggregate channels as if it was one continuous large

spectral channel. As an example consider an cognitive radio

system that has RF front end capable of operating between

3 and 5 GHz. Also assume that the PHY layer is made

up of OFDM with each sub-carrier occupying a bandwidth

of 500 KHz. So there are 4000 carriers in this channel

starting from 3 GHz. Assume that some of the channels are

occupied by primaries. Then the cognitive radio system does

not transmit in those carriers that would interfere with the

primary transmission and transmits on carriers sensed to be

non used by primaries. For the MAC it is one large channel

made up of x(≤ 4000) number of carriers. Since the channel

availability varies over time, care must be taken to switch ON

and OFF the corresponding carriers and hence the effective bit

rate would also vary over time as determined by the Eqn.(6).

To analyze the performance of the above system, we con-

struct a single server queue whose server capacity is varying

over time. The arrivals to the queue could be modeled as the

aggregated arrivals from all cognitive radio networks that are

sharing all available channels. Here we have assumed that all

cognitive radio devices and networks sense the same channel

conditions in their locations. This aggregated arrivals from all

cognitive radio networks sees the aggregated “channel” with

a varying transmission capacity as shown in Figure 3. The

transmission capacity of this queue depends on how many

primary networks are using the channels and the distribution of

the transmission capacity is determined by Eqn. (4). It is also

assumed that the individual arrival rate of the packets5 from a

single cognitive radio network is Poisson and is independent of

arrivals from other cognitive radio networks. Hence the aggre-

gated arrivals to the available spectrum from all cognitive radio

networks is also Poisson with rate Mλ. The server capacity to

this queue is dependent on the occupancy distribution of the

primary and is assumed to be generally distributed. Therefore,

5Packets and frames are used interchangeably in this paper

the system can be modeled as an simple M/G/1 queueing

system. However, it is possible that all channels are occupied

by primary networks with probability r0 in Eqn. (4) and for

an average duration of 1PN
i

1

T
(i)
on

, resulting in the transmission

capacity of the considered M/G/1 queue reduced to 0. This

case is included in our queuing system as an high priority

arrival which has preemptive access to the server. The blocking

for the spectral agile networks is modeled as another arrival

process with rate 1
r0

, and its “average occupancy” is given by
1PN

i
1

T
(i)
on

. The resulting M/G/1 queue with preemptive priority

is illustrated in Figure 3-(b). The average packet waiting time

of a cognitive radio network is then computed by using the

results in [12] as

WDCR =
1

μp
(1 − ρp − ρCR) + RCR

(1 − ρp)(1 − ρp − ρCR)
, (7)

where μp =
∑N

i
1

T
(i)
on

, ρp = 1
r0μp

, ρCR represents the server

utilization of the cognitive radio network, and RCR represents

the average residual service time seen by the packets of

cognitive radio networks.

If we assume the average packet size is L and the trans-

mission capacity of a single channel is C, ρCR is computed

as

ρCR =
Mλ

μCR
, (8)

where 1
μCR

=
∑N

i=1
L

i·C ri is the average service time of a

packet from spectral-agile networks. Finally, the residual time

RCR is computed as

RCR =
1
2

[
Mλ

N∑
i=1

(
L

i · C )2ri +
2

r0μ2
p

]
, (9)

as derived in [12]. It is clear that when the primary load is

very low, then the multiplexing gain of both the systems are

close with each other resulting in similar delay performance.

When the primary load increases, then the difference becomes

significant.

B. Delay of static cognitive radio system

Let us now compare the above queuing system to a static

cognitive radio system. Again, we will have a M/G/1 queueing

arrival process of primary networks’ blockings

service rate of system (a)

(a)

(b)

(single channel)

SA arrival rate

SA arrival rate

service rate of system (b)

(time varying transmission rate)

(time varying arrival rate)

time time

BL

SA M

SA 2

SA 1

BL

4C4λ

Fig. 3. Queueing models for statistical multiplexing gain: N = 4
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model with preemptive priority but the parameters of arrival

and server capacities are different. Since the cognitive radio

network uses utmost one channel, the “service rate” is constant

(from the perspective of packets of a secondary network),

and is equal to the transmission capacity of a single channel.

However, packet arrivals in a channel changes with the number

of active primary networks. That is, the packet arrivals in a

channel are dependent on the state of the primary network’s

occupation of the spectrum. If the number of available chan-

nels in the spectrum is limited then more and more spectral

agile radio networks try to occupy the same channel resulting

in more packet arrivals than the available capacity. We can

model this arrival process as a Markov-Modulated Poisson

Process (MMPP) using Eq. (4), but for the sake of simplicity

we approximate the arrival process as a Poisson process, which

gives us an M/D/1 queue with preemptive priority. In order to

model it as a Poisson process, we need to calculate the average

arrival rate.

C. Case I: M < N

If there are at least M channels available, then the arrival

rate at the M/G/1 queue is just λ. If the number of available

channels is M − 1, then one of the spectral-agile networks

joins the channel which has already been “occupied” by

another spectral-agile network. That is, multiple spectral-agile

networks share one channel (in this case 2 spectral agile

networks share one channel). The average arrival rate is then
M

M−1λrk. Proceeding similarly, we have the average arrival

rate computed as

λnew =
N∑

i=M

riλ +
M−1∑
i=1

rM−i

( M

M − i

)
λ. (10)

D. Case II: M > N

In this case, we have more cognitive radio networks than

the total number of available channels. If none of the channels

are occupied by the primary network, then the best-case

arrangement occurs when each channel has �M
N � spectral-agile

networks. Proceeding similarly to the previous subsection, we

have the arrival rate λ computed as

λnew =
N−1∑
i=0

rN−i

( M

N − i

)
. (11)

Finally, we can use Eqs. (7) and (9) with the new average

arrival rate and constant packet service time L
C .

Figure 7 plots the average packet waiting time of a spectral-

agile network when it uses a single channel and multiple

channels. We fix the value of Toff at 1 second while varying

the value of Ton, so as to vary each channel’s average load

imposed by the primary network. Obviously, the average

packet waiting time in the case of M < N is less than

that in the case of M > N as there are less spectral-agile

networks seeking spectral opportunities in the case of M < N .

However, the packet waiting time of using multiple channels

is always less than that of using a single channel in both

cases. The improvement is even more significant in the case of

M > N as expected. These numerical results demonstrate the

potential advantages of using multiple channels in a spectral-

agile network, especially when M > N .
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Fig. 4. Average waiting time of packets from a spectral-agile network:
Toff = 1 and L

C
= 0.1

IV. CONCLUSIONS

This paper explains the functionalities of different layers

and how to treat them in a unified way so that performance

of a cognitive radio network can be characterized by a simple

queueing system. We obtain the capacities of two types of

cognitive radios and determine the statistical multiplexing gain

for those networks. Further we model the available time of the

channel (Toff ) and the non available times (Ton) to the traffic

characteristics that can be sustained in the cognitive radio. We

model this total interaction by means of a queueing system and

analyze the performance. It was found that dynamic cognitive

nodes exhibit higher statistical multiplexing gain and lower

delay compared to static cognitive radio network.
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