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Abstract—We propose a new model for le-sharing peer-to-
peer (P2P) networks that mimics the incentives provided by
the popular BitTorrent system. In it, larger les are split into
chunks and a peer can download or swap only one chunk at
a time. We propose a Markov chain model in continuous time
that resembles a stochastic epidemic/coagulation model. We prove
that the Markov chain is approximated by a differential equation
which, by itself, can give some rough information about the
performance of the system. Finally, using this model, we explore
the performance of BitTorrent-like incentives for an open system
with peer departures and arrivals and a single le (torrent) with
two chunks.
Keywords: Internet, Internetworking

I. INTRODUCTION

BitTorrent [1], [4], [7], [19], [14], [8], [15] is a widely
deployed peer-to-peer (P2P) le-sharing network wherein a
peer is typically required to upload portions of the le to a
set of peers while downloading missing pieces (or “chunks”)
from others. This requirement is a “memoryless” transaction-
by-transaction incentive for peers to cooperate (i.e., upload
not just download) to disseminate les. Large les may be
segmented into several chunks thereby requiring peers to
collect all chunks, and in the process disseminate their own,
before they can reconstitute the desired le and possibly
“leave” the system (torrent or swarm). The process of nding
the peers to connect to is facilitated through a centralized
“tracker.” Recently, a trackerless BitTorrent client has been
introduced that uses distributed hashing for query resolution
[12].
In this paper, we motivate a deterministic epidemiologi-

cal/coagulation model of le dissemination for peer-to-peer
le-sharing networks that employ BitTorrent-like incentives, a
generalization of that given in [9]. In [8], the authors propose
a “ uid” model of a single torrent/swarm (as we do in the
following) and t it to (transient) data drawn from aggregate
swarms. The connection to branching process models [16],
[19], [7] is simply that ours only tracks the number of active
peers who possess or demand the le under consideration, i.e.,
a single swarm. Though our model is signi cantly simpler
than that of prior work, it is derived directly from an intu-
itive transaction-by-transaction Markov process modeling le-
dissemination of the P2P network and its numerical solutions
clearly demonstrate the effectiveness of the aforementioned
incentives. A basic assumption in the following is that peers
do not distribute bogus les (or le chunks) [17].

This paper is organized as follows. In Section II, we provide
a general Markov epidemiological model for a single swarm.
The limiting deterministic ODE obtained by Kurtz’s theorem is
given in Section III. The bene ts of BitTorrent-like incentives
is then explored in Section IV for the case of a two-chunk
torrent with exogenous arrivals in steady-state, i.e., between
an initial phase where the torrent experiences potentially
exponential growth in the peer population and the nal phase
where interest in the le dwindles and the peer population of
the torrent drifts to zero. Finally, we conclude with a summary
in Section V. Proofs, omitted for brevity in the following, can
be found in [10].

II. THE MARKOVIAN MODEL

Suppose there are N peers in the system which can com-
municate with one another in all possible ways. There is a
single le F split into n chunks. At each point of time, each
peer possesses some (or none) of the chunks. Think of F as
a set with n elements (chunks), and let the label of a peer
be a subset of set F . We let A,B,C, . . . denote such labels
which range over the set Pn(F ) of all subsets of F . We use
the notation A ⊂ B, to mean that A is a subset of B (i.e.
A ⊆ B) and A �= B. The symbol |A| denotes the cardinality
of A. We write Pk(F ) for the collection of sets of cardinality
k. We use A � B to mean A ⊂ B and |B − A| = 1; that is,
A � B is the strict subset relation between two sets A,B with
A ∈ Pk(F ), B ∈ Pk+1(F ) for some 0 ≤ k < n. We write
A+B for the disjoint union between two sets and A−B for
the difference (A\B) of two sets when B ⊆ A. If B contains
only one element b we write A+ b, A− b in lieu of A+ {b},
A − {b}, respectively. Finally, we A �∼ B to denote the fact
that A \B �= ∅ and B \A �= ∅.

A. Possible transactions

At each point of time one of the following transactions can
take place:
Download: Peer A downloads a chunk c from B. This is

possible only if A ⊂ B. If c ∈ B then, after the downloading
A becomes A′ = A + c and but B remains B because it
has nothing to gain from A. We denote this transaction by
(A ← B) � (A′, B). The symbol on the left is supposed to
show what the labels are before the transaction, what type the
transaction is, and the symbol on the right shows the labels
after the transaction.
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Swap: Peer A swaps with peer B. In other words, A gets a
chunk from B and B gets a chunk from A. For this to happen
we need that B have a chunk b that A does not have, and, vice
versa, A has a chunk a that B does not possess. In other words
we need A �∼ B. After the transaction, A becomes A+ b, and
B becomes B + a. We denote this by (A� B)� (A′, B′).
Full swap: This is a special case of a swap that makes the

two peers become identical after the transaction. For this to
happen we need |A \B| = |B \A| = 1. After the transaction
both peers attain the same labels: A′ = B′ = A+ (B \A) =
B + (A \ B). Thus, a full swap is denoted by (A � B) �
(A′, A′).

B. The stochastic model
To describe a stochastic model, we let xA denote the number

of peers labelled A (at some point of time) and set

x = (xA, A ∈Pn(F )) ∈ Z
2n

+ .

We follow the logic of stochastic modelling of chemical reac-
tions or epidemics and assume that the chance of a particular
transaction occurring in a short interval of time is proportional
to the number of ways of selecting the peers needed for this
transaction [11]. According to this logic, the rates of the three
types of transactions must be given by the formulae described
below. This said, note that we would not allow for the
number of “seeds” xF to transit to zero in the Markov
chain as this is an absorbing state.

a) Rates of individual transactions: Consider rst nding
the rate of a download A← B, where A ⊂ B, when the state
of the system is x. There are xA peers labelled A and xB

labelled B. We can choose them in xAxB ways. Thus the rate
of a download A← B that results into A getting some chunk
from B should be proportional to xAxB . However, we are
interested in the rate of the speci c transaction (A ← B) �
(A′, B), that turns A into a speci c set A′ differing from A
by one single chunk (A � A′); there are |B − A| chunks
that A can download from B; the chance that picking one of
them is 1/|B − A|. Thus we have: the rate of the download
(A ← B) � (A′, B) equals βdx

AxB/|B − A|, a long as
A ⊆ B, A � A′, A′ −A ⊆ B, where βd > 0.
Consider next a swap A � B and assume the state is

x. Picking two peers labelled A and B, A �∼ B, from the
population is done in xAxB ways. Thus the rate of a swap
A � B is proportional to xAxB . So if we x two chunks
a ∈ A \ B, b ∈ B \ A and specify that A′ = A + b, B′ =
B + a, then the chance of picking a from A \ B and b
from B \ A is 1/|A \ B||B \ A|. Thus, the rate of the swap
(A � B) � (A′, B′) equals βsx

AxB/(|A \ B||B \ A|), a
long as A � A′, B � B′, A′ − A ⊆ B, B′ − B ⊆ A,
where βd > 0.
This applies equally well to the full swap case: the rate of

the full swap (A � B) � (A′, A′) equals βsx
AxB , a long

as A′ −A = {b} ⊆ B, A′ −B = {a} ⊆ A, a �= b.
b) Markov chain rates: Having de ned the rates of each

individual transaction we can easily de ne rates q(x, y) of
a Markov chain in continuous time and state space Z

2n

+ as

follows. We let eA ∈ Z
2n

+ be the vector with coordinates eB
A :=

1(A = B), B ∈ Pn(F ).
Let

λA,A′(x) := βdx
A

X

C:C⊇A′

xC

|C − A|
1(A � A

′) (1a)

μA,B(x) := βs
xAxB

|A \B||B \A|
1(A �∼ B). (1b)

Lemma II.1. The transition rates of the closed conservative
Markov chain are given by:

q(x, y) :=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

λA,A′(x), if y = x− eA + eA′ ,

μA,B(x), if

⎧⎪⎨
⎪⎩

y = x− eA − eB + eA′ + eB′ ,

A � A′, B � B′,

A′ −A ⊆ B,B′ −B ⊆ A,

0, for any other value of y �= x.
(2)

We will let (Xt, t ≥ 0) denote a Markov chain with
transition rates as above. Let |x| :=

∑
A∈Pn(F ) x

A. Observe
that, by de nition, |Xt| = |X0| = N for all t, and that is why
we refer to it as a closed conservative system: peers do not
arrive or depart; they simply download or swap chunks and
the number of peers is always N . Thus, the actual state space
is the simplex

S2n

N := {x ∈ Z
2n

+ : |x| = N}.

Note that the state eF is reachable from any other state, but all
rates out of eF are zero. Hence the chain has eF as a single
absorbing state.
To include the phenomenon of “free-riding”, i.e. of peers

acting sel shly by departing once they obtain all the n chunks
of the le, we introduce an additional transition with rate

q(x, x− eF ) = δxF ,

as long as xF > 0, where δ ≥ 0 is the departure rate. Note
that the system now is closed but not conservative. Indeed,
|Xt| ≤ |X0| = N for all t. Here the state space is

{x ∈ Z
2n

+ : |x| ≤ N}.

It can be seem that are many absorbing points and they always
lie at the faces of TN .
Let us take the special case where the le consists of a

single chunk (n = 1), i.e., x1 ≡ xF so that the state here is
x = (x∅, xF ). There is only one type of transaction possible:
(∅ ← 1)� (1, 1). Hence the rates are:

q
(
(x∅, xF ), (x∅ − 1, xF + 1)

)
= βdx

∅xF

q
(
(x∅, xF ), (x∅, xF − 1)

)
= δxF .

This is the classical stochastic version of the Kermack-
McKendrick model for a simple epidemic process [5]. Its
absorbing points are states of the form (x∅, 0). In epidemi-
ological terminology, xF is the number of (fully) infected
individuals, whereas x∅ is the number of susceptible ones.
Contrary to the epidemiological interpretation, infection is
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desirable, for infection is tantamount to downloading the le.
Consider this simple system with parameter βd/N instead of
βd, whereN is the initial number of peers, and letX(N)

t be the
corresponding Markov chain. We then have [5] that N−1X

(N)
t

converges, as N →∞, in a strong sense to a smooth function
(x∅(t), xF (t)) which satis es the differential equations:

dx∅

dt
= −βdx

∅xF and
dxF

dt
= βdx

∅xF − δx∅ (3)

This is a rough deterministic model (the uid limit of the
Markov chain) that captures some crude performance measures
of the stochastic system.

III. MACROSCOPIC DESCRIPTION
We rst derive an expression for the drift of the process.

The drift is de ned as (the vector eld)

v(x) :=
∑

y

(y − x)q(x, y). (4)

From the formula (2) for q(x, y), we see that, unless y− x =
−eA+eA′ or y = −eA−eB +eA′ +eB′ , we have q(x, y) = 0.
Let us consider the second of the rates and rewrite it as

q(x, x− eA, x− eB + eA′ + eB) = μA,B(x)δA,A′,B,B′ ,

where

δA,A′,B,B′ := 1(A � A′
, A

′−A ⊆ B,B � B
′
, B

′−B ⊆ A). (5)

Notice that swapping A with B or A′ with B′ will not change
the value of x − eA, x − eB + eA′ + eB , so we need to
make sure to take into account this change only once in the
summation (4). If we simultaneously swap A with B and A′
with B′ then neither x− eA, x− eB + eA′ + eB nor the value
μA,B(x)δA,A′,B,B′ of the rate change because, obviously,

μA,B(x)δA,A′,B,B′ = μB,A(x)δB,B′,A,A′ ,

as readily follows from (1b) and (5). We now see that to swap
A with B without swapping A′ with B′ is impossible (unless
A′ = B′). Indeed, it is an easy exercise that

δA,B,A′,B′ = δB,A,A′,B′ ⇒ A′ = B′.

Taking into account this, we write

v(x) =
X

A,A′

(−eA + eA′)λA,A′(x) + (6)

1

2

X

A,B,A′,B′

(−eA − eB + eA′ + eB′)μA,B(x)δA,B,A′,B′ ,

where the 1/2 appears because each term must be counted
exactly once. The variables A,A′, B,B′ in both summations
are free to move overPn(F ) (but notice that restrictions have
effectively been pushed in the de nitions of λA,A′ , μA,B, and
δA,B,A′,B′).
Notice also that it is not necessary to specify that all

components of x are nonzero: the de nitions of λA,A′(x),
μA,B(x) automatically take care of the rates q(x, y) when x
is at the boundary; indeed, if xA = 0 then λA,A′(x) = 0;
similarly, if xA = 0 or xB = 0 then μA,B(x) = 0.

Let ϕA
d (x) :=

∑
B⊃A x

B = � peers from which an A-
peer can download from, ϕA

s (x) :=
∑

B �∼A x
B = � peers

an A-peer can swap with, ψA
d (x) :=

∑
a∈A x

A−a = � peers
which can assume label A after a download, and ψA,B

s (x) :=∑
a∈A∩B x

A−a = � peers which can assume label A after a
swap a B-peer.

Lemma III.1. The drift v(x) = (vA(x),∈ Pn(F )), is given
by

v
A(x) = −xA

`
βdϕ

A
d (x) + βsϕ

A
s (x)

´
+ (7)

βd

X

B:A⊆B

ψA
d (x)xB

1 + |B \ A|
+ βs

X

B:A�⊆B

ψA,B
s (x)xB

1 + |B \ A|
,

for all A ∈Pn(F ) and all x in the state space.

Theorem III.1. Consider the Markov chain (X
(N)
t , t ≥ 0)

corresponding to the closed conservative model with rates as
in (2) and parameters βd/N and βs/N instead of βd and βs,
respectively. Let x0 be an arbitrary point in R

2n

+ with L1 norm
|x0| = 1, and assume that X(N)

0 /N → x0, a.s. as N → ∞.
Let (xt, t ≥ 0) be the solution to the ODE

ẋ = v(x)

starting from x0. Then for all t > 0, and all ε > 0,
limN→∞ P (sup0≤s≤t |X

(N)
s − xs| > ε) = 0.

Note how x takes on real components in the theorem
statement and that, by construction, we have 〈v(x), 1〉 = 0,
i.e., v(x) is orthogonal to the vector whose components are
all 1.
Example ODE for n = 2: Here A can take 4 values: ∅,

{1}, {2}, {1, 2}. According to Theorem III.1,

ẋ
∅ = −βdx

∅(x1 + x
2 + x

12)

ẋ
1 = −x1(βdx

12 + βsx
2) + βdx

∅(x1 + 1

2
x

12) (8)
ẋ

2 = −x2(βdx
12 + βsx

1) + βdx
∅(x2 + 1

2
x

12)

ẋ
12 = βd(x1 + x

2)x12 + 2βsx
1
x

2
.

IV. EVALUATING BITTORRENT-LIKE INCENTIVES FOR A
TWO-CHUNK TORRENT/SWARM WITH EXOGENOUS PEER

ARRIVALS

We can accommodate arrivals of new peers demanding the
le in our model for a one-chunk torrent without BitTorrent-
like incentives by using

dx∅

0

dt
= −βxF

0 x
∅

0 + λ (9)

instead of (3), where the additional term λ > 0, the (mean)
arrival rate of new peers, is due to the transition from
(XF , X∅) to (XF , X∅ +1) at rate Λ := λEN , i.e., using the
steady-state mean number of peers in the torrent. Note that we
have dropped the subscript “d” from the β parameter in this
case of a one-chunk torrent for the purposes of subsequent
comparison.
Now consider a two-chunk torrent. By de ning w = x1 +

x2 + xF note that we can write
ds

dt
= −βdws+ λ, (10)
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and adding the deterministic ODEs (8) gives
dw

dt
= βdws− δx

F ≥ βdws− δw (11)

where we have also added a peer departure term with param-
eter δ. Since

0 = −βx∅

0 (∞)xF
0 (∞) + λ and

0 = βx∅

0 (∞)xF
0 (∞) − δxF

0 (∞),

we get that x∅

0 (∞) = δ/β ≡ ρ and xF
0 (∞) = λ/δ.

Directly from (8) and (11), we can similarly get that

0 = −βdw(∞)s(∞) + λ and
0 ≥ βdw(∞)s(∞) − δw(∞).

Thus,

s(∞) ≤
δ

βd

≤
δ

β
= x∅

0 (∞)

when βd ≥ β.
To show xF (∞) = λ/δ we will simply invoke Little’s

theorem [18] here, i.e., the steady-state time a peer is a seed
is 1/δ and λ is the net arrival rate of new peers or seeds.
Again according to Little’s theorem, the steady-state time a

peer remains a seed prior to departure without BitTorrent-like
incentives is

1

βxF
0 (∞)x∅

0 (∞)
xF

0 (∞) =
1

δ
(12)

i.e., the departure rate δ as de ned.
So, by (12) and Little’s theorem, the steady-state mean time

that a peer waits to acquire its rst chunk (from the time s/he
arrives) is

1

λ
s(∞) ≤

1

λ
x∅

0 (∞) =
δ

λβ

where λδ/β is the mean time a peer waits to acquire the entire
le without BitTorrent-like incentives.

Theorem IV.1. If βd = β and

y ≡
δ

β
−
λ

δ
≤ 0, (13)

then the steady-state mean time to become a seed (acquire
the entire le) without BitTorrent-like dynamics is not shorter
than that of BitTorrent-like networks.

Note that the assumption y ≤ 0 is equivalent to xF
0 (∞) ≤

x∅

0 (∞). If we want to consider the case where y ≥ 0, we need
to restrict x1(∞) ≥ y/2. We can interpret this as bounds on
βs:

Theorem IV.2. If βd = β and

0 ≤ βs ≤
2βdλ

2

(δy)2
− βd (14)

then the steady-state mean time to become a seed (acquire
the entire le) under the dynamics without BitTorrent-like
incentives is not shorter than that of BitTorrent-like networks.

V. SUMMARY
In this paper, we developed Markovian strati ed epidemi-

ological/coagulation models of the dissemination of a single
popular le (torrent) by peer-to-peer le-sharing networks that
employ BitTorrent-like incentives. The limiting deterministic
ODE, by Kurtz’s theorem, was then given. We then used this
simple model in steady-state with a xed peer arrival rate to
evaluate the effect of such incentives by comparison with a
system that does not segment les and always involves only
a single le transfer per transaction, i.e., involves a client-
peer and server-peer. That is, conditions were given for a two-
chunk swarm under which steady-state complete download
times were shorter using BitTorrent-like incentives.
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