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ABSTRACT

We present novel methods for estimating spontaneously ex-
pressed emotions in speech. Three continuous-valued emo-
tion primitives are used to describe emotions, namely valence,
activation, and dominance. For the estimation of these prim-
itives, Support Vector Machines (SVMs) are used in their ap-
plication for regression (Support Vector Regression, SVR).
Feature selection and parameter optimization are studied. The
data was recorded from 47 speakers in a German talk-show on
TV. The results were compared to a rule-based Fuzzy Logic
classifier and a Fuzzy k-Nearest Neighbor classifier. SVR was
found to give the best results and to be suited well for emo-
tion estimation yielding small classification errors and high
correlation between estimates and reference.

Index Terms— Speech analysis, Speech processing, User
interface human factors, User modeling.

1. INTRODUCTION

This paper addresses an important question that has emerged
in recent discussions on automatic emotion recognition:
how to estimate emotions under the conditions of (1) non-
acted, spontaneous speech and (2) non-categorical, quasi-
continuous emotional content. Emotion recognition is impor-
tant for human-machine interaction applications. For exam-
ple, it is a key ingredient in the design of humanoid robots [1],
where “emotional intelligence” is being increasingly added to
artificial intelligence design [2]. The focus of this paper is on
robust automatic emotion recognition from spontaneous con-
versational speech, and specifically, in finding an appropriate
estimation method that goes beyond current multiple classifi-
cation techniques.
Most research on automatic emotion recognition using the
speech signal tries to distinguish a small number of emotion
categories, such as negative and non-negative [3] or the set
of anger, disgust, fear, joy, sadness, surprise and neutrality
[4]. However, in general the expression of emotions in natural
speech is not binary, i.e., angry or happy, but may take any ar-
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bitrary value in between. To describe this continuum we con-
ceive emotions to be composed of three attributes which we
will call emotion primitives in the following. As proposed by
Kehrein [5] these primitives are valence, describing the neg-
ative vs. positive nature of an emotion, activation, describing
the excitation on a scale from calm to excited, and dominance,
describing the appearance of the person on a scale from sub-
missive or weak to dominant or strong. Without loss of gen-
erality, they can be normalized to take values in the range of
[−1,+1] each. Estimating emotions on a continuous-valued
scale provides an essential framework for recognizing dynam-
ics in emotions, tracking intensities in the course of time, and
adapting to individual moods or personalities.
In our previous work we analyzed a rule-based Fuzzy Logic
classifier to estimate the emotion primitives from the speech
signal [6], resulting in a mean error of 0.33 and an average
correlation of 0.67 between the estimates and the reference
annotated subjectively by listeners. Other approaches subdi-
vide the emotion space into a few subclasses per primitive,
and then perform discrete categorization [7, 8, 9]. To the best
of our knowledge there is no other work on directly estimating
the continuous values of these primitives, while in emotional
speech synthesis regression methods applied to emotion prim-
itives have been found to be very suitable [10]. In this study
we chose Support Vector Machines and k-Nearest Neighbor
classifiers, since they were found to be among the best clas-
sifiers for emotion categorization [11, 4], and used them in
a modified version of Support Vector Regression (SVR) and
Fuzzy k-Nearest Neighbor classifiers, respectively, for emo-
tion estimation. In particular, we chose SVR because it is
based on a solid theoretical framework to minimize the struc-
tural risk and not only the training error (empirical risk) [12].
It allows for complex, non-linear regression while providing
results very fast at runtime.
The rest of the paper is organized as follows. Section 2
briefly introduces the data we used, and it also describes the
emotion evaluation by human listeners. Section 3 describes
the pre-processing steps of feature extraction and feature se-
lection. Section 4 presents the different classifiers used for
continuous-valued emotion primitive estimation. Section 5
describes the results and discusses the different estimator out-
comes. Section 6 contains the conclusion and directions for
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Fig. 1. Histogram of the emotions in the VAM corpus.

future work.
Note that the term “emotion” is a poorly (and broadly) de-
fined term. It refers to a very complex inner state of a person
including a wide range of mental and physical events. In the
scope of this paper we understand the term “emotion” only as
the visible part of this inner state that is transmitted through
the speech signal and thus observable by a human receiver.

2. DATA

2.1. Data acquisition

For this study we used the VAM corpus, which contains data
from a German TV talk-show in which several guests talk
about personal issues such as friendship problems and fa-
therhood questions in a spontaneous, affective and unscripted
manner. The dialogues were segmented into utterances. The
signals were sampled at 16 kHz and 16 bit resolution.
Due to the topics, the data contains many negative emotions
and few positive ones. In total the corpus contains 893 sen-
tences from 47 speakers (11m/36f).
The emotion in each utterance was evaluated in a listener
test (c.f. Sec. 2.2). Based on such a human evaluation,
Fig. 1 shows the histogram of the emotions contained in the
database. The attested emotion was taken as the reference for
the automatic recognition, since assessment by the speakers
themselves was not available.

2.2. Emotion evaluation

For evaluation we used an icon-based method based on Self
Assessment Manikins [13] that yields one reference value x

(i)
n

for each primitive i ∈ {valence, activation, dominance}. The
listeners were played an utterance and they were asked to se-
lect the best describing image for each primitive afterwards.
The individual listener ratings were averaged using confi-
dence scores as described in [14]. One half of the database
was evaluated by 17 listeners, the other by 6 listeners.
The average standard deviation in the evaluation was 0.29,
0.34, and 0.31 for valence, activation, and dominance, respec-
tively. The mean correlation between the evaluators was 0.49,
0.72, and 0.61, respectively. Thus, valence was significantly
more difficult to evaluate than activation or dominance. How-
ever, this result might also be an artefact of the correlation
coefficient including the variance of the distribution, which is
also smaller for valence.

3. PRE-PROCESSING

3.1. Feature extraction

In accordance with other studies on automatic emotion recog-
nition we extracted prosodic features from the fundamental
frequency (pitch) and the energy contours of the speech sig-
nals. The first and the second derivatives were also used.
From these signals we calculated the following statistical pa-
rameters: mean value, maximum, minimum, range, median,
25% and 75% quartiles, and difference between the quartiles.
In addition we used temporal characteristics such as speaking
rate and pause to speech ratio, and spectral characteristics in
13 subbands derived from the Mel Frequency Cepstral Coeffi-
cients (MFCCs). In total 137 acoustic features were extracted.
They were normalized to the range [0, 1].

3.2. Feature selection

To reduce the large amount of acoustic features, we used the
Sequential Forward Selection (SFS) technique for feature se-
lection [15]. We found that, for each of the primitives and
each of the classifiers, using 20 features was sufficient, and
adding more features hardly improved the results. Compared
to Principal Component Analysis, SFS gave slightly better re-
sults.

4. EMOTION PRIMITIVES ESTIMATION

In the following subsections we briefly describe the individ-
ual estimators. We refrain from calling them “classifiers”
since the desired output is not a classification into one of
a finite set of categories but an estimation of continuous-
valued emotion parameters, the primitives x

(i)
n ∈ [−1,+1],

i ∈ {valence, activation, dominance}.

4.1. Support Vector Regression

Support Vector Regression (SVR) is a regression method
based on Support Vector Machines (SVM) [12, 16, 17]. While
SVMs are mostly used to perform classification by determin-
ing the maximum margin separation hyperplane between two
classes, SVR tries the inverse, i.e., to find the optimal regres-
sion hyperplane so that most training samples lie within an
ε-margin around this hyperplane. Fig. 2 shows an example
for SVR.
The mathematical formulation of the problem how to find an
optimal regression hyperplane using a finite set of training
samples can be found in [12, 17].
Non-linear regression is done in an efficient way by apply-
ing the Kernel trick, i.e., to replace the inner product in the
solution by a non-linear kernel function. We used the follow-
ing kernel functions: radial basis function (SVR-RBF) with
σ = 3.5, polynomial kernel (SVR-Poly) with d = 1 and lin-
ear kernel (SVR-Lin).
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Fig. 2. Support Vector Regression example using the Kernel
trick.

The design parameters of the SVR, C and ε, were chosen us-
ing a grid search on a logarithmic scale and a second, fine-
grained search in the best region [18]. We chose ε = 0.2
for all kernels and C = 10 and C = 0.1 for SVR-RBF and
SVR-Poly or SVR-Lin, respectively. We used the libsvm im-
plementation [19].

4.2. Fuzzy k-Nearest Neighbor estimator

The k-Nearest Neighbor (KNN) method determines the k

closest neighbors of a query in the feature space and assigns
the properties of these neighbors to the query [20]. In our
case, the properties of these neighbors are the emotion prim-
itive values, and these are averaged to get the final emotion
estimate for a query. Due to this average, all neighbors have
an influence on the estimate. This led us to calling the method
fuzzy KNN.
The parameters to choose are p of the Lp distance and k. We
chose p = 2 (Euclidean distance) and k = 11 since these
parameters gave the best results for p ∈ {1, 1.5, . . . , 4} and
k ∈ {1, 3, . . . , 15}.

4.3. Rule-based Fuzzy Logic estimator

A rule-based Fuzzy Logic (FL) estimator has previously been
used for automatic emotion primitive estimation [6]. The
fuzzy logic captures well the nature of emotions, which in
general is fuzzy in description and notation, while the rules in
the inference system can be derived from expert knowledge or
automatically by analysis of the relation between the acous-
tic features and the desired emotion estimates. We used a set
of three linguistic, fuzzy variables for each primitive: nega-
tive, neutral, positive for valence; calm, neutral, excited for
activation; and weak, neutral, strong for dominance.
The FL results can be seen as the baseline that has been
achieved so far (c.f. Sec. 1). For each primitive, three mem-
bership functions were used, and each acoustic feature was
related to each fuzzy variable by a rule that was automatically
generated using the correlation between the acoustic feature
and the emotion primitive [6]. Defuzzification into one crisp
estimate was done using the centroid method.

Valence Activation Dominance
SVR-RBF 0.13 0.15 0.14
SVR-Pol 0.14 0.16 0.15
SVR-Lin 0.13 0.16 0.15
FL 0.27 0.17 0.18
KNN 0.13 0.16 0.14

Table 1. Emotion primitives estimation results using different
estimators: mean error.

Valence Activation Dominance
SVR-RBF 0.46 0.82 0.79
SVR-Pol 0.39 0.80 0.77
SVR-Lin 0.37 0.80 0.77
FL 0.28 0.75 0.72
KNN 0.46 0.80 0.78

Table 2. Emotion primitives estimation results using different
estimators: correlation coefficient.

5. RESULTS

All results were achieved using 10-fold cross-validation. Ta-
ble 1 summarizes the mean linear error for each estimator,
for each emotion primitive separately. Additionally, we re-
port the correlation between the estimates of the emotion
primitives and the references determined by the listener test
(c.f. Sec. 2.2) in Table 2. The correlation shows the accuracy
in the tendency of the estimates.
It can be seen that all primitives can be estimated with a
small error in the range of 0.13 to 0.18, with the exception of
valence when estimated using the FL estimator (0.27). How-
ever, the correlation between the estimates and the reference
was significantly different for the individual emotion primi-
tives. The correlation for valence was between 0.28 and 0.46
for the different estimators, and it was between 0.72 and 0.82
for activation and dominance. Thus the results imply very
good recognition results for activation and dominance, and
moderate recognition results for valence.
The best results were achieved using the SVR-RBF estima-
tor with errors of 0.13, 0.15, and 0.14, and correlation co-
efficients of 0.46, 0.82, and 0.79 for valence, activation,
and dominance, respectively. The Fuzzy KNN estimator
performed almost as well as the SVR-RBF. The SVR-Poly
and SVR-Lin estimators gave worse results for valence in
comparison to almost as good results for activation and
dominance. Similarly, the FL estimator gave even worse re-
sults for valence but still very good results for activation and
dominance.
Fig. 3 shows the estimation results using the SVR-RBF esti-
mator, ordered in ascending order of the values of the prim-
itives. It reveals some information about the nature of the
errors: While most of the estimates are located within a small
margin around the references, a small number of very high or
very low primitive values was occasionally underestimated.

IV  1087



Sentence index

(in ascending order of reference value)

Fig. 3. Emotion primitives estimation results using SVR: di-
rect comparison of estimates and reference.

6. CONCLUSION

We analyzed continuous-valued estimation of three emotion
primitives, namely valence, activation, and dominance,
using 20 acoustic features that were extracted from the
prosody and the spectrum of spontaneous speech signals.
For estimation, Support Vector Regression, Fuzzy Logic,
and Fuzzy k-Nearest Neighbor methods were used. We
found that the emotion primitives could be estimated with a
small error of 0.13 to 0.15, where the range of values was
[-1,+1], and a moderate (0.46, valence) to high (0.82/0.79,
activation/dominance) correlation between estimates and
reference. The error for valence estimation could be reduced
by 52% compared to the Fuzzy-Logic baseline, and the error
for activation and dominance was reduced by 12% and 22%,
respectively.
Support Vector Regression gave the best estimation results.
Note that while this algorithm is computationally much
more demanding for initialization (finding the regression
hyperplane), the KNN method requires more computational
power at the actual estimation step due to the distance matrix
that has to be calculated. The rule-based FL algorithm is
computationally less demanding but gives clearly inferior
results, at least for valence.

Future work will investigate designing a real-time sys-
tem using the algorithms that were reported here. The
advantage of continuous-valued estimates of the emotional
state of a person could be used to build an adaptive emo-
tion tracking system that is capable to adapt to individual
personalities and long-term moods.
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