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ABSTRACT

Speech signals recorded with a distant microphone usually contain
reverberation, which degrades the delity and intelligibility of speech,
and the recognition performance of automatic speech recognition
systems. In this paper we propose a speech dereverberation sys-
tem which uses two microphones. A Generalized Sidelobe Canceller
(GSC) type of structure is used to enhance the desired speech signal.
The GSC structure is used to create two signals. The rst signal is
the output of a standard delay and sum beamformer, and the second
signal is a reference signal which is constructed such that the direct
speech signal is blocked. We propose to utilize the reverberation
which is present in the reference signal to enhance the output of the
delay and sum beamformer. The power envelope of the reference
signal and the power envelope of the output of the delay and sum
beamformer are used to estimate the residual reverberation in the
output of the delay and sum beamformer. The output of the delay
and sum beamformer is then enhanced using a spectral enhancement
technique. The proposed method only requires an estimate of the
direction of arrival of the desired speech source. Experiments us-
ing simulated room impulse responses are presented and show sig-
ni cant reverberation reduction while keeping the speech distortion
low.

Index Terms— Speech dereverberation, speech enhancement.

1. INTRODUCTION

Acoustic signals radiated within a room are linearly distorted by re-
ections from walls and other objects. These distortions degrade

the delity and intelligibility of speech, and the recognition perfor-
mance of automatic speech recognition systems. Early re ections
mainly contribute to coloration, or spectral distortion, while late re-

ections, or late reverberation, contribute noise-like perceptions or
tails to speech signals [1]. Spectral coloration and late reverbera-
tion cause users of hearing aids to complain of being unable to dis-
tinguish one voice from another in a crowded room. One of the
reasons why reverberation degrades speech intelligibility is the ef-
fect of overlap-masking, in which segments of an acoustic signal
are affected by reverberation components of previous segments. In
this paper we have investigated the application of signal processing
techniques to improve the quality of speech recorded in an acoustic
environment.

Dereverberation algorithms can be divided into two classes. The
classi cation depends on whether the Room Impulse Responses
(RIRs) need to be known or estimated beforehand. Until now blind
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estimation of the RIRs, in a practical scenario, remains an unsolved
but challenging problem [2]. Even if the RIRs could be estimated,
the inversion and tracking would be very dif cult. While these tech-
niques try to recover the anechoic speech signal we like to sup-
press the tail of the RIR by means of spectral enhancement. In the
last decade many speech enhancement solutions have been proposed
which do not require an estimate of the RIR. For example algorithms
based on processing of the linear prediction (LP) residual signal
[3, 4]. Other algorithms are based on spectral enhancement tech-
niques and utilize a statistical reverberation model [5, 6, 7]. The later
algorithms do not require detailed knowledge on the RIR structure,
but require some a priori information about room characteristics, for
example the reverberation time.

In this paper we propose a dual-microphone speech dereverber-
ation system. A Generalized Sidelobe Canceller (GSC) [8] type of
structure is used to enhance the desired speech signal. The GSC
structure is used to create two signals. The rst signal is the output
of a standard delay and sum beamformer, and the second signal is
a reference signal which is constructed such that the direct speech
signal is blocked. We propose a novel method which utilizes the re-
verberation present in the reference signal to enhance the output of
the delay and sum beamformer. The power envelope of the refer-
ence signal and the power envelope of the output of the delay and
sum beamformer are used to estimate the residual reverberation in
the output of the delay and sum beamformer. The signal is then en-
hanced using a spectral enhancement technique. An advantage of
the proposed method is that it requires a minimum amount of a pri-
ori knowledge, since we only require an estimate of the Direction of
Arrival (DOA) of the desired speech source.

The outline of this paper is as follows, in Section 2 the problem
is described. In Section 3 we describe the proposed dereverberation
algorithm. Evaluation using simulated RIRs are presented in Section
4. Discussion and conclusions can be found in Section 5.

2. PROBLEM STATEMENT

The mth microphone signal (m ∈ {1, 2}) is denoted by zm(n) and
results from the convolution of the anechoic speech signal s(n) and
the RIR between the source and the corresponding microphone. The
RIR between the source and the mth microphone, at time n, is mod-
elled as a nite impulse response of length L, and is denoted by
am(n) = [am,0(n), . . . , am,L−1(n)]T . The RIR is divided into
two parts such that

am,j(n) = ad
m,j(n) + ar

m,j(n) (1)

where j is the coef cient index, ad
m(n) consists of the direct path,

and ar
m(n) consists of all echoes. In the sequel we assume that the
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Fig. 1. Dual Microphone Speech Dereverberation System (REE: Re-
verberant Energy Estimator).

microphone array is steered towards the desired source using an es-
timate of the DOA of the direct signal, i.e., the direct speech signals
in z1(n) and z2(n) are time-aligned. The mth microphone signal is
given by

zm(n) =
“
ad

m(n)
”T

s(n)| {z }
dm(n)

+
“
ar

m(n)
”T

s(n)| {z }
rm(n)

, (2)

where s(n) = [s(n), . . . , s(n − L + 1)]T , dm(n) is the desired
(direct) speech component, and rm(n) denotes the reverberant com-
ponent which contains all re ections. Using the Short-Time Fourier
Transform (STFT), we have in the time-frequency domain

Zm(k, l) = Dm(k, l) + Rm(k, l) ∀m ∈ {1, 2}, (3)

where k represents the frequency bin index, and l the frame index.
Figure 1 shows the proposed dual-microphone speech derever-

beration system. The time-frequency signal Q(k, l) is the output of
a delay and sum beamformer (in this case with zero delay), i.e.,

Q(k, l) = 1
2

(Z1(k, l) + Z2(k, l)) ,

= D(k, l) + Rq(k, l),

where D(k, l) denotes the direct speech, and Rq(k, l) = 1
2
(R1(k, l)+

R2(k, l)) denotes the residual reverberation of the speech in Q(k, l).
The reference signal U(k, l) is constructed using the difference
between the two microphone signals, i.e.,

U(k, l) = 1
2

(Z1(k, l)− Z2(k, l)) . (4)

In case there are no steering errors the direct signal is perfectly
blocked, i.e., D1(k, l) −D2(k, l) = 0, such that

U(k, l) = 1
2

(R1(k, l)−R2(k, l)) . (5)

We can now see that U(k, l) contains the (spatially ltered) rever-
beration.

Note that the exact relation between U(k, l) and Rq(k, l) is very
complex due to the spatial ltering, e.g., for low frequencies the de-
lay and sum beamformer is omnidirectional, while the null beam-
former, which is used to create the reference signal, will not only
suppress the direct signal but also some re ections. However, us-
ing the statistical reverberation model used in [7] it can be shown
that for frequencies above the Schroeder frequency E{|U(k, l)|2} ≈
E{|Rq(k, l)|2}, where E{·} denotes the mathematical expectation.

The spectral speech component D̂(k, l) is obtained by applying
a frame and frequency dependent spectral gain function G(k, l) (see
Section 3) to the spectral component Q(k, l), i.e.,

D̂(k, l) = G(k, l) Q(k, l). (6)

The dereverberated speech signal d̂(n) can be obtained using the
inverse STFT and the weighted overlap-add method.

3. PROPOSEDMETHOD

In this section we show how the residual reverberant energy can be
estimated using the reference signal. Additionally, we design a post

lter which uses this estimate to enhance the speech signal.

3.1. Reverberant Energy Estimator

First the power envelopes of the output of the delay and sum beam-
former Q(k, l) and the reference signal U(k, l) are recursively esti-
mated, using

λq(k, l) = βλq(k, l − 1) + (1− β)|Q(k, l)|2, (7)

and
λu(k, l) = βλu(k, l − 1) + (1− β)|U(k, l)|2, (8)

respectively, where β (0 ≤ β < 1) is the forgetting factor.
Let us assume that the estimated residual reverberant energy in

frequency bin k at frame l can be estimated using

λ̂r(k, l) = W (k)λu(k, l −Δ), (9)

where W (k) is a frequency dependent constant. The parameter Δ
can be used to control the end point of the uncompensated part of the
residual reverberation, e.g., by increasing Δ one can reduce only late
re ections while leaving the early re ections intact. The end point is
measured with respect to the arrival time of the direct speech signal.
Note that Δ is a positive integer value. The time related to Δ is given
by ΔF

fs
, where fs denotes the sampling frequency and F denotes the

frame rate in samples of the STFT. The frame rate F depends on the
window length and the overlap of the STFT.

We now de ne an error signal λe(k, l) as,

λe(k, l) = λq(k, l)− λ̂r(k, l). (10)

An adaptive algorithm is used to minimize the following quadratic
cost function

J = (λe(k, l))2 , (11)
such that

Ŵ (k, l + 1) = Ŵ (k, l)− μ

2
∇JW , (12)

where μ denotes the step-size parameter, and∇JW denotes the gra-
dient with respect to W (k, l), which is given by

∇JW = −2λe(k, l)λu(k, l −Δ). (13)

Note that λe(k, l) and λu(k, l) are real and positive values for all k
and l.

3.2. Post Filter

Many spectral enhancement techniques are described in the litera-
ture. Spectral subtraction methods are the most widely used due to
the simplicity of implementation and the low computational load,
which makes them the primary choice for real-time applications. A
common feature of this technique is that the interference reduction
process can be related to the estimation of a short-time spectral at-
tenuation factor [9]. Since the spectral components are assumed to
be statistically independent, this factor is adjusted individually as a
function of the relative local a posteriori Signal to Interference Ratio
(SIR) on each frequency. The a posteriori SIR is de ned as

γ(k, l) � |Q(k, l)|2
λ̂r(k, l)

. (14)
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Using informal listening tests we concluded that magnitude sub-
traction gives very good performance. The gain function related to
the magnitude subtraction is given by [9]

G(k, l) = max

(
1− 1p

γ(k, l)
, Gmin

)
, (15)

where Gmin is a lower-bound constraint for the spectral gain function
which allows us to control the maximum amount of reverberation
that is reduced. In the following experiments Gmin was set to 0.1,
which corresponds to maximum attenuation of 20 dB.

4. EVALUATION

In this section we present evaluation results that were obtained using
synthetically reverberated signals. One speech fragment which con-
sists of a female voice of 20 seconds and a male voice of 20 seconds,
sampled at 8 kHz, was used in all experiments. The synthetic RIRs
were generated using the image method [10], and the re ection co-
ef cients were set such that the reverberation time, denoted by T60

was equal to approximately 200, 400 and 600 ms. Experiments were
conducted using different distances between the source and the cen-
ter of the array, denoted by d, ranging from 1 to 2 m. The distance
between the two microphones was set to 10 cm.

The analysis window of the STFT was a 256 point Hamming
window, and the overlap between two successive frames is set to
75%. Each frame is zero padded with 256 points to avoid wrap
around errors. The forgetting factor β in (7) and (8) was set to 0.9,
and the step-size μ in (12) was set to 0.2.

We used the segmental Signal to Interference Ratio (SIRseg),
Bark Spectral Distortion (BSD), and a recently proposed evaluation
measure developed by Wen and Naylor called the Reverberation De-
cay Tail (RDT) [11] to evaluate the proposed algorithm. The RDT
jointly characterizes the relative energy in the tail of the RIR and the
rate of decay. In [12] the RDT measure was tested using three dere-
verberation methods, the results were compared to the subjective
amount of reverberation indicated by 26 normal hearing subjects.
The results showed a strong correlation between the RDT values and
the amount of reverberation perceived by the subjects. Note that
higher RDT values correspond to a higher amount of relative energy
in the tail and/or a slower decay rate. The (properly delayed) ane-
choic speech signal was used as a reference signal for these speech
quality measures. As a reference dereverberation method we show
the quality measures calculated from the output of the delay and sum
beamformer (DSB). In Table 1 the results are shown for d = 1 m and
d = 2, and Δ = 0 1. The quality measures are calculated using 40
seconds of speech data after the lter coef cients have converged.
We can see that the SIRseg is increased in almost all scenarios. The
BSD measure indicates that the average Bark spectral distance is
slightly increased. The RDT values are very consistent and indicate a
clear improvement in all cases.

In Figure 2 the spectrogram of the anechoic signal, the micro-
phone signal z1(n) and the output of the proposed algorithm for
Δ = 0 and Δ = 16 are depicted (d = 2 m and T60 = 400 ms).
Note that the effect of overlap-masking is reduced and that the rst
re ections can be preserved by increasing Δ. In Figure 3 the micro-
phone signal z1(n) and the output of the proposed algorithm, using
d = 2 m, T60 = 400 ms and Δ = 8, are depicted. In both gures is
can be seen that the smearing caused by reverberation, is reduced.

1The results are available for listening on the following web page:
http://www.sps.ele.tue.nl/members/e.a.p.habets/icassp07.

Fig. 2. Spectrograms of the anechoic, reverberant and proposed sig-
nals using Δ = 0 and Δ = 16 (d = 2 m and T60 = 400 ms).
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Fig. 3. Anechoic, reverberant and proposed (Δ = 8, d = 2 m, and
T60 = 400 ms) signals.

In case the DOA estimation is not perfect the direct speech sig-
nal will leak into the reference signal. To study the effects of steering
errors due to errors in the DOA estimate we introduced a steering er-
ror of 5 degrees. The spectrogram of the processed signals, with and
without steering error, are depicted in Figure 4. We can see that the
proposed algorithm is still able to suppress a signi cant amount of
reverberation. However, it can also be seen that some additional dis-
tortion was introduced by the proposed dereverberation algorithm.
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Table 1. Experimental results in terms of segmental Signal to Interference Ratio (SIRseg), Bark Spectral Distortion (BSD) and Reverberation
Decay Tail (RDT) for Δ = 0.

d Method T60 = 200 ms T60 = 400 ms T60 = 600 ms
SIRseg BSD RDT SIRseg BSD RDT SIRseg BSD RDT

Unprocessed 8.40 dB 0.05 dB 53 -0.13 dB 0.13 dB 250 -4.31 dB 0.20 dB 568
1 m DSB 9.03 dB 0.04 dB 42 0.37 dB 0.10 dB 175 -3.95 dB 0.17 dB 463

Proposed 6.83 dB 0.06 dB 23 2.30 dB 0.13 dB 126 -0.26 dB 0.18 dB 180
Unprocessed 3.52 dB 0.15 dB 89 -4.17 dB 0.31 dB 454 -8.15 dB 0.41 dB 939

2 m DSB 4.41 dB 0.12 dB 74 -3.35 dB 0.23 dB 337 -7.43 dB 0.33 dB 766
Proposed 4.05 dB 0.18 dB 66 -0.12 dB 0.34 dB 200 -2.83 dB 0.45 dB 296

Fig. 4. Spectrograms of the processed signal with and without a
steering error of 5 degrees (Δ = 0, d = 2 m, and T60 = 400 ms).

5. DISCUSSION AND CONCLUSIONS

In this paper we proposed a dual-microphone speech dereverberation
algorithm. A GSC type of structure was used to enhance the desired
speech signal. We proposed to use a reference signal to enhance
the output of the delay and sum beamfomer. The advantage of the
proposed solution is that we only require an estimate of the DOA.
Although no additional interferences have been taken into account,
i.e., coherent or non-coherent noise sources, we would like to point
out that the power envelope of the reverberant component could also
be estimated in a noisy environment (see for example [7]). Experi-
mental results have shown that the proposed solution can be used to
reduce the reverberation while keeping speech distortion low. Future
research will focus on the extension to multi-microphones, which al-
lows better estimation of the residual reverberant energy, and to more
realistic situations where additional interferences are present.
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