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ABSTRACT

In this work we present a complete set of techniques devoted to of-
fer robustness against frame losses in distributed speech recognition
over packet-switched networks. The proposed scheme is composed
of tree techniques, two of them are applied at the sender and the last
one in the recognizer itself. On one hand, a media-specific Forward
Error Correction (FEC) technique is used to allow the recovery of
information within the bursts. On the other hand, a recognizer-based
technique well known by its remarkable ability to reduce the effects
of long consecutive frame losses during recognition, the weighted
Viterbi algorithm (WVA), is used to handle the additional informa-
tion introduced by FEC codes. Moreover, a double stream strategy
whereby interleaving can be applied along with FEC codes with-
out any delay increase, is also applied. The application of inter-
leaving allows to reduce the perceived burst length at the receiver,
further improving the recognition performance. As a result, the pro-
posed scheme can provide an acceptable performance even under
extremely adverse channel conditions.

Index Terms— Speech recognition, Packet switching, Channel
coding, forward error correction, interleaved coding.

1. INTRODUCTION

Nowadays, ubiquitous and pervasive access to information services
has become not only desirable but almost necessary. However, the
new portable devices, which tend to be smaller and smaller, make
this type of access more difficult. Improved user interfaces become
necessary and information retrieval through speech recognition arises
as solution. The serious constraints that introducing a speech recog-
nition subsystem within those devices would imply, have promoted
a novel paradigm known as Distributed Speech Recognition (DSR),
where the processing is distributed between the terminal and the net-
work.

Under this approach, the user device extracts and encodes a
parametrized representation of speech, which is suitable for recogni-
tion. Then, the speech features are transmitted over the network to a
remote back-end where recognition is performed. This client-server
architecture is very suitable for IP networks, where DSR would al-
low speech recognition services (and then, an easier access to infor-
mation) in PDAs, portable thin clients and other handheld devices
connected through the Internet. Moreover, powerful centralized rec-
ognizers could be shared between multiple users and easily upgraded
with new technologies and services.

However, when transmitting real-time data over a packet switched
network (such as IP), one of the most common problems encoun-
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tered is that of packet loss. Since IP networks were designed to offer
a best effort service, they are unable to offer a reliable and quality
packet delivery. Thus, on congested IP networks, routers will discard
packets if their input flow exceeds their output flow for a given data
route. Furthermore, irrecoverable errors in the wireless link com-
monly utilized by handheld devices will result in packet elimination
at the back-end. In these scenarios, packet losses tend to appear con-
secutively and, in speech recognition, this burst-like nature causes
the most negative impact. In fact, DSR has shown to be tolerant to
very high loss ratios as long as the average burst length is reasonably
short (one or two frames) [1].

By means of several mechanisms, it is possible to counteract the
effects of bursts of losses, offering an acceptable performance under
adverse channel conditions. In this work we propose a double stream
strategy of two sender-driven techniques, FEC codes (later called
VQ replicas) [2] and frame interleaving [1], which combines with a
recognizer-based technique, the weighted Viterbi algorithm (WVA).
While interleaving tries to break the bursts into shorter ones, the
FEC based technique introduces additional information which will
be later managed, along with lost vectors, by the WVA algorithm [3].

The rest of this paper is organized as follows: first, the experi-
mental framework is described; then the media-specific FEC codes
based on VQ replicas are explained in section 3. In section 4, the
weighted Viterbi recognition with VQ replicas is briefly described
and finally, in section 5 the interleaving and the double stream strat-
egy are explained. Experimental results will be provided along the

paper.

2. EXPERIMENTAL FRAMEWORK

The experimental setup is based on the framework proposed by the
ETSI STQ-Aurora working group [4]. On the client side, the Aurora
DSR front-end segments the speech signal into overlapped frames
of 25 ms every 10 ms. Each speech frame is represented by a 14-
dimensional feature vector containing 13 MFCCs (including the Oth
order one) plus log-Energy. These features are grouped into pairs
and quantized by means of seven Split Vector Quantizers (SVQ).
Following the ETSI standard, all codebooks have a 64-center size
(6 bits), except the one for MFCC-0 and log-Energy, which has 256
centers (8 bits). The bitstream is organized into a sequence of frame
pairs encoded with 88 bits (44 bits per frame) followed by a 4-bit
CRC.

The recognizer is the one provided by Aurora [4] and uses eleven
16-state continuous HMM word models, (plus silence and pause,
which have 3 and 1 states, respectively), with 3 gaussians per state
(except silence, with 6 gaussians per state). The speech data has been
extracted from clean sentences of the Aurora-2 database (connected
digits spoken by American English speakers). Training is performed
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Fig. 1. 3-state Markov model. State 1 and 3 are error free while state
2 causes packet loss.

from a set of 8440 utterances containing a total of 55 male and 55
female adult speakers, and test is carried out over the clean sentences
of set A, with 4004 utterances distributed into 4 subsets.

IP packets are generated according to the RTP payload format
for DSR [5], which recommends the transmission of two frames (one
frame pair) per packet at least, in order to avoid a too high network
overhead due to headers. The frame numbering included in the RTP
header will be used to rearrange the received packets and to detect
the frame losses. The EC technique proposed by the ETSI standard
[6] will be used as basic mitigation technique. This technique can
be summarized as follows: once a burst, containing 2B frames, is
detected, the first B frames are replaced by the last frame received
before the burst and the last B ones by the first one received after
the burst. That is, lost feature vectors are recovered by repeating
the nearest received one. The results obtained by this mitigation
technique will be taken as our baseline.

The channel burstiness exhibited by packet-switched communi-
cations is modeled by a 3-state Markov model [7], with no explicit
duration distribution to model burst lengths [8]. Figure 1 illustrates
the model topology. In this model four probabilities are considered,
namely p, g, r and s, which characterize two conditions in the net-
work: congested and congestion-free. Packets are steadily received
during congestion free periods. This condition corresponds to a low-
load state of the network and its period is given by the auto-loop
probability of state S (1 — p). On the other hand, consecutive bursts
of losses appear not excessively distanced in congested condition
which corresponds to an overload state of the network. The burst
length and the distance between bursts (ILPL — Inter Loss Period
Length) is given by the auto-loop probabilities of states S2 and Ss,
respectively. The techniques proposed in this work are evaluated
under five different channel conditions with packet loss ratios from
10% to 50%, an average burst length of 2, 4, 6, 8 and 10 packets re-
spectively and an average ILPL of 4, 4, 3, 3 and 2, also respectively.

3. VECTOR QUANTIZED REPLICAS

A very simple but effective strategy to counteract the bursty losses
caused by the channel is the application of a media specific FEC
scheme based on the replication of the feature vectors in packets
greatly separated in time [2]. Let us suppose that, along with the
feature vectors corresponding to the current frame pair, we also in-
clude in the packet replicas of the feature vectors corresponding to
the frames located T’ time units before and after the current frame
pair. Each packet would then be composed of four frames (figure 2,
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Fig. 2. Each frame pair is sent along with a FEC code containing
information about distant frames.

furthers details are found on [3]). In this way replicas can be used not
only to recover some lost frames, but also to break bursts of losses
into shorter ones. For example, as can be observed in figure 2, two
replicas (marked in gray) are introduced in the middle of the burst,
breaking it into two halves.

In order to keep the data rate into a reasonable size, the addi-
tional vectors are encoded through a vector quantization (VQ) with
N bits. The VQ codebook is obtained by applying the k-means al-
gorithm over the 8440 utterances of the training database ' and using
the following weighted distance measure:
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where x = (c(0),...,¢(12),log E) represents the 14-dimension
feature vector, 52 is the average of the MFCCs(1-12) variances, and
afo and afog g are the variances of ¢(0) (MFCC(0)) and logE (log-
Energy), respectively.

VQ replicas involve an increase both in the delay, since vectors
must be buffered prior transmission until replicas in future time in-
stants are provided, and the required bandwidth. Thus, each packet
should include, along with the 88 bits corresponding to the SVQ-
quantized features of the current frame pair, 2 x N bits correspond-
ing to the VQ-replicas.

Since a frame can be irremediably lost, that is, when neither
the packet containing the original vector nor the one containing the
replica have been received, this sender-driven technique requires a
complementary mitigation technique. We can use the following ba-
sic algorithm: for each lost frame at time ¢ < B of a loss burst
of length 2B, the last feature vector received (original or replica)
is repeated forwards. Analogously, for the second half of the burst
(t > B) the first received vector is repeated backwards. Table 1
shows the results obtained by applying this scheme in comparison
with the Aurora basic mitigation algorithm under the proposed chan-
nel conditions. Replicas of 4 and 8 bits have been considered with
allowed latencies of 60, 120 and 200 ms. As can be observed, better
results are obtained not only by increasing the size of the replicas
but also by increasing the allowed delay (7. parameter). This is
because a greater number of distant packets can introduce replicas
into the burst.

11t would be interesting to test the performance of replicas when VQ code-
books are trained with other databases and under noisy conditions. Future
work will address these issues.
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4-bit VQ replicas 8-bit VQ replicas 4-bit VQ replicas 8-bit VQ replicas
Delay (ms) Delay (ms) Delay (ms) Delay (ms)

Ch. Aur. 60 120 200 60 120 200 Ch. || WVA. 60 120 200 60 120 200
1 98.47 || 98.76 | 98.73 | 98.83 || 98.88 | 98.93 | 98.90 1 98.60 || 98.75 | 98.73 | 98.80 || 98.80 | 98.78 | 98.88
2 93.57 || 94.97 | 9593 | 9592 || 95.76 | 96.59 | 96.80 2 96.30 || 97.57 | 97.83 | 97.86 || 97.85 | 98.24 | 98.34
3 85.47 || 89.68 | 91.75 | 92.89 || 91.27 | 93.75 | 94.89 3 91.97 || 94.63 | 95.69 | 96.11 || 95.52 | 96.70 | 97.34
4 76.51 || 81.85 | 85.25 | 87.11 || 84.11 | 88.45 | 90.51 4 86.28 || 90.06 | 91.83 | 93.24 || 91.86 | 93.92 | 95.24
5 65.71 || 69.39 | 73.85 | 75.79 || 72.35 | 77.71 | 80.44 5 78.87 || 83.88 | 86.26 | 87.65 || 86.33 | 89.14 | 90.96

Table 1. Results obtained through a direct application of VQ replicas
for several allowed sizes and latencies in comparison with Aurora
(Aur.).

4. WEIGHTED VITERBI RECOGNITION WITH VQ
REPLICAS

Replicas can be further exploited in different ways. One of them is
to enhance them using a Forward-backward Minimum mean square
estimation (FB-MMSE) as it is proposed in [2, 9, 3]. The other
approach is to treat them, along with the very lost frames, at the
recognition stage itself. In order to do so, Weighted Viterbi Recog-
nition (WVR) [10, 11], a modification of the Viterbi Algorithm (VA)
whereby the confidence in the decoded feature is taken into account,
can be applied. As advantage, the replicas degradation (due to the
strong quantization) and losses are treated at the recognition stage,
where the rich speech source model utilized by the recognizer can
be exploited. In this section we will briefly describe the application
of WVR with VQ replicas, further details of this technique can be
found in [3].

The basic idea of WVR is to incorporate a time-varying reliabil-
ity v+ which weights every observation probability in the VA, partic-
ularly those referred to lost frames. However, this scheme can be re-
fined by using a reconstruction technique for lost vectors along with
a time-varying continuous reliability (y¢,x € [0, 1]) independently
assigned to each feature k (the hypothesis of a diagonal covariance
matrix is assumed) [10]. Then, the overall weighted probability can
be computed as

M K
bi(xe) = D Coom [ TN @ (k) ptg.m (k) 07 ()1 ()
m=1 k=1

where M is the number of mixture components, Cj ., is a mix-
ture weight and N (z(k); 1t,m (k), 07 ., (k)) represents a univariate
Gaussian distribution function for the k™" feature with mean y1;,m (k)
and variance o7 ,, (k).

An important hurdle to be overcome in WVR with continuous
reliability is, indeed, how to determine the reliability function. When
Aurora mitigation is applied, an empirically good estimate of the re-
liability function is based on the normalized auto-correlation of each
feature, pi(7) [10]. However, p(7) function cannot give coherent
reliability values when VQ replicas are used. For this reason, it must
be generalized to the normalized cross-covariance between the orig-
inal lost feature, x, and its estimate, &, defined as [3]

Clz, 7] = Crz /o2 3

where aﬁ is the feature variance and Cz is the cross-covariance
between x and Z, defined as

Cuz = Bl(z — 1)(F — )] )

Table 2. Results obtained through WVR with VQ replicas for sev-
eral allowed sizes and latencies in comparison with plain WVR.

where yu = Ex] and i = E[Z].

After some lost vectors are recovered by VQ replicas from FEC
codes, those definitively lost are replaced by the nearest vector avail-
able. Thus, the reconstructed burst is composed of VQ replicas, and
repetitions of these and SVQ vectors. The reliabilities for all those
features can be obtained as particular cases of equation (3) as fol-
lows:

e When SVQ features are repeated, their reliabilities are obtained as,

Clai(k), 2:(k)] = Clae(k), ze1-(k)] = Csva(rik) (5

e Otherwise, the recovered feature Z, (k) is a repetition of the VQ
replica at ¢ 4+ 7 time instant or the replica itself (7 = 0), that is,

zi(k) = VQze4r(F)] (6)
therefore,
Clai(k), 2 (k)] = Clae(k), VQ[zerr (k)] = Cva(ri k) (7)

where V Q][] represents vector quantization.
Finally, the estimate of the reliability function can be defined as,

e { VCsvo(nik)
’ VCvaq(r2; k) when 7 (k) = VQ[It+Tz(k)](8)

Since the cross-covariance decays relatively quickly, only the
normalized cross-covariances for a few 7 values must be precalcu-
lated (using the training database) and stored, while the remaining
ones can be assumed to be zero.

Table 2 shows the results obtained applying this scheme in com-
parison with a plain (without VQ replicas) system based on WVR
with autocorrelation-based time-varying continuous reliability. As
can be observed, WVR provides by itself a high robustness against
packet losses (in comparison with Aurora mitigation) but this ability
can be significantly improved with the additional (although coarse)
information provided by the degraded replicas. As before, better
results are obtained by increasing the size of the replicas and the
allowed delay.

when Z:(k) = z¢4, (k)

5. INTERLEAVING AND DOUBLE STREAM SCHEME

In order to achieve better results, the proposed FEC scheme based
on VQ replicas can be combined with frame interleaving strategies.
A frame interleaver permutes the order in which complete frames
are transmitted. As a consequence, when frames are restored into
their original order at the receiver, consecutive frame erasures are
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Fig. 3. Example of the application of FEC (Tf.. = £12) and inter-
leaving (d = 4) in a double stream strategy.

perceived as shorter bursts. A frame interleaver that has been suc-
cessfully applied to DSR is the optimal delay block interleaver [1].
It is given by the following invertible pair:

m(id+j)=(d—1—-j)d+i
ro(id + §) = jd+ (d— 1 — i)

0<4,j<d-1. (10)

whose delay is related to their degree, d, and is equal to § = d(d—1)
frames.

However, since both techniques cause a delay, a direct composi-
tion of FEC and interleaving schemes results in a sum of their corre-
sponding delays. In this section we propose a double stream strategy
whereby this sum is avoided. This scheme operates as follows:

e First, frames provided by the front-end are represented through
SVQ centroids as the standard does. However, the same frames
are also coded using a VQ codebook of N bits (VQ replicas).
The sequence of SVQ vectors will be considered as a primary
stream, whilst the sequence of VQ ones will be the secondary
stream.

e Primary and secondary streams are processed independently.
SVQ vectors are interleaved using the optimal delay block
interleaver previously described, while VQ vectors are per-
muted following the proposed FEC scheme, that is, the frames
of each current pair of replicas can be exchanged with the one
located T’y frames before it and the one located T’y .. frames
after it. Figure 3 illustrates the sequence of operations.

e Then, packets are built up by taking two SVQ vectors from
the first stream and two VQ replicas from the second one. As
can be observed, the secondary stream is transmitted within
packets as a media-specific FEC.

Since FEC reordering and interleaving are applied over inde-
pendent streams, this scheme has the advantage of a resulting delay
equal to the maximum delay of both operations. As can be observed,
if no interleaver is applied on the SVQ vectors the scheme will co-
incide with that described in section 3. At the receiver, the SVQ
vectors are restored into their original order by means of the corre-
sponding deinterleaver while FEC codes are extracted from packets
and used as replicas of lost frames.

Table 3 shows the results obtained by means of this strategy
when WVR is also applied. As can be observed, this scheme pro-
vides the best results presented in this work. Particularly interesting
is the case of 4-bit replicas. These replicas can be introduced in the
RTP payload for DSR without any actual bandwidth increase [3].

4-bit VQ replicas 8-bit VQ replicas
Delay (ms) Delay (ms)

Ch. 60 120 200 60 120 200
1 98.87 | 98.90 | 98.96 || 98.875 | 98.890 | 98.967
2 98.09 | 98.53 | 98.70 || 98.245 | 98.665 | 98.763
3 95.64 | 97.06 | 97.76 || 95.970 | 97.403 | 98.022
4 91.51 | 94.23 | 95.66 || 92.272 | 95.077 | 96.350
5 85.69 | 88.62 | 91.40 || 87.120 | 90.160 | 92.705

Table 3. Results obtained through WVA with VQ replicas and in-
terleaving for several allowed sizes and latencies in comparison with
plain WVA.

Therefore, at the only cost of a short delay of 200 ms, it could be pos-
sible to maintain the word accuracy above 91% even under extremely
adverse conditions (50% of loss ratio with average burst lenghts
of 10 packets), while the basic Aurora mitigation only achieves a
65.71% of word accuracy.
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