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ABSTRACT

This paper describes a speaker adaptation technique for style control
based on multiple regression hidden semi-Markov model (MRHSMM).
In the MRHSMM-based style control technique, when available train-
ing data is very small, the resultant model would produce unnatural
sounding speech. To overcome this problem, we propose a model
adaptation technique for MRHSMM, which is similar to the MLLR
adaptation technique used in speech recognition and speech synthe-
sis. We formulate the model adaptation problem for MRHSMM
based on a linear transformation framework and derive re-estimation
formulas for transformation matrices in ML sense. We also describe
the results of subjective evaluation tests.

Index Terms— Expressive speech synthesis, Style control, Hid-
den Markov model, Speaker adaptation, MLLR

1. INTRODUCTION

In recent years, demand for synthetic speech with more variability
and expressivity has been increasing. In fact, many attempts have
been made to synthesize expressive speech [1, 2]. One of the most
essential issues is to give various speaking styles and emotional ex-
pressions to synthetic speech. In this context, we have shown that the
speaking styles and/or emotional expressions, referred to as styles,
can be modeled in an HMM-based speech synthesis framework [3]
and an intermediate style can be generated using model interpolation
[4]. Furthermore, to change the style and its intensity in an intuitive
way, we have proposed a style control technique based on multiple
regression hidden semi-Markov model (MRHSMM) [5].

In the MRHSMM-based style control, the mean parameter of the
model is given by multiple regression of a low dimensional vector,
called style vector, in which each component represents the degree
or intensity of a specific style. By varying the style vector, we can
control the expressivity of styles in synthetic speech. However, in
the MRHSMM-based style control, a sufficient amount of training
data, preferably about thirty minutes or more, is necessary for each
style to train the model appropriately. In other words, when only a
small amount of training data is available for each style, the resultant
model would produce unnatural sounding speech. For the realization
of style control with arbitrary speakers, an alternative approach to
model training with less amount of training data is desirable, because
it is unrealistic to prepare a large amount of data for all styles of
every speaker.

For this purpose, we propose an MRHSMM-based adaptation
technique for style control with a small amount of adaptation data.
This technique is similar to the well-known MLLR adaptation used
in speech recognition [6] and speech synthesis [7]. We train an initial
MRHSMM-based model with a sufficient amount of speech data of a
source speaker, and adapt it to a target speaker’s model using a small
amount of adaptation data.

In this paper, we first formulate the model adaptation problem
for MRHSMM based on a linear transformation framework, then de-

rive re-estimation formulas for transformation matrices in ML sense
using the EM algorithm. We also describe the results of subjective
evaluation tests.

2. STYLE CONTROL BASED ON MRHSMM

In the MRHSMM-based style control technique [5], each speech
synthesis unit is modeled using a context-dependent MRHSMM. In
MRHSMM, the output and state duration probability density func-
tions (pdfs) at state i are given by Gaussian densities as

bi(o) =N (o; μi,Σi) (1)

pi(d) =N (d; mi, σ
2
i ) (2)

where o, μi, and Σi are, respectively, observation vector, mean vec-
tor, and covariance matrix of the output pdf, and d, mi, and σ2

i are
state duration, mean, and variance of the state duration pdf, respec-
tively. We assume that μi and mi are modeled using multiple re-
gression as

μi =Hbiξ (3)

mi =Hpiξ (4)

where

ξ = [1, v1, v2, · · · , vL]� = [1, v�]� (5)

and v is the style vector, L is the dimensionality of the style space.
The component vk of the style vector represents the degree or in-
tensity of a certain style in speech. In addition, Hbi and Hpi are
regression matrices of dimension M × (L + 1) and 1 × (L + 1)
respectively, and M is the dimensionality of μi. Then the output
and duration pdfs bi(o) and pi(d) are given by

bi(o) =N (o; Hbiξ, Σi) (6)

pi(d) =N (d; Hpiξ, σ2
i ). (7)

When the training data and corresponding style vectors are given,
the parameters of MRHSMM, i.e. Hbi ,Σi, Hpi , and σ2

i can be es-
timated using the least square method and the EM algorithm [5, 8].
In the speech synthesis phase, the mean parameters of each synthesis
unit, μi and mi are modified based on (3) and (4) with an arbitrar-
ily given desired style vector v. Then synthetic speech is generated
using the HMM-based speech synthesis framework.

3. SPEAKER ADAPTATION FOR MRHSMM-BASED
STYLE CONTROL

3.1. Model Adaptation for MRHSMM

Suppose that we have an MRHSMM-based model of a source speaker
and wish to convert it to a target speaker’s model. Here, we assume
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that the mean vector of the output pdf of the target speaker’s model
is given by an affine transformation of that of the source speaker’s
model as follows:

μ̂i = bbi + Abiμi (8)

where μi and μ̂i are the mean vectors of the source and target speak-
ers’ models. Abi is transformation matrix and bbi is a bias vector.
In MRHSMM, since μi and μ̂i are assumed to be given by multiple
regression of the style vector as

μi = Hbiξ, μ̂i = Ĥbiξ (9)

(8) becomes

Ĥbiξ = bbi + AbiHbiξ. (10)

If we further assume that the bias term bbi is also given by multiple
regression of the style vector as

bbi = Bbiξ (11)

then we can rewrite (10) as

Ĥbiξ =Bbiξ + AbiHbiξ

=(Bbi + AbiHbi) ξ. (12)

Consequently, the linear transformation for the output pdf is given
by

Ĥbi = Bbi + AbiHbi . (13)

Similarly, the linear transformation for the state duration pdf is given
by

Ĥpi = Bpi + ApiHpi . (14)

3.2. Estimation of Transformation Matrix

Using a similar manner to MLLR [6], the transformation matrices for
MRHSMM can be obtained in ML sense using the EM algorithm.

3.2.1. Estimation of Transformation Matrix for Output Pdf

We rewrite (13) as

Ĥbi = Bbi + AbiHbi

= [Bbi Abi ]

[
I

Hbi

]
= W biH

′
bi

(15)

where Hbi and Ĥbi are the regression matrices for output pdfs of
the source and target speakers. Abi , Bbi , W bi , and H ′

bi
are ma-

trices of dimension M ×M , M × (L + 1), M × (M +L +1), and
(M + L + 1)× (L + 1), respectively. From (9) and (15), we have

μ̂i = W biH
′
bi

ξ. (16)

When the adaptation data {O(1), · · · , O(K)} and corresponding
style vectors {v(1), · · · , v(K)} are given, the auxiliary function for
the output pdf of the target speaker is defined by

Qbi(λ, W bi)

=
K∑

k=1

Tk∑
t=1

t∑
d=1

γd
t (i)

t∑
s=t−d+1

log bi(o
(k)
s |W bi , ξ

(k)) (17)

where Tk is the number of frames of the k-th observation sequence
O(k), o

(k)
s is the observation vector at time s in O(k), and γd

t (i)
is the probability of being in the state i at the period of time from
t − d + 1 to t given O(k). By differentiating the auxiliary function
with respect to W bi and equating to zero, we obtain

K∑
k=1

Tk∑
t=1

t∑
d=1

γd
t (i) · d ·Σ−1

i W biH
′
bi

ξ(k)ξ(k)�H ′�
bi

=
K∑

k=1

Tk∑
t=1

t∑
d=1

γd
t (i)

t∑
s=t−d+1

Σ−1
i o(k)

s ξ(k)�H ′�
bi

. (18)

It is noted that this formula is similar to that for MLLR.
In general, it is not always able to estimate the transformation

matrices for all pdfs because the amount of available adaptation data
is limited. We utilize the decision tree constructed in the training
phase for tying the transformation parameters. By tying W bi in
each node of the decision tree, the adaptation is possible for the states
which have no corresponding adaptation data. When the transforma-
tion matrix is tied across R pdfs, (18) becomes

R∑
r=1

K∑
k=1

Tk∑
t=1

t∑
d=1

γd
t (r) · d ·Σ−1

r W bH
′
br

ξ(k)ξ(k)�H ′�
br

=

R∑
r=1

K∑
k=1

Tk∑
t=1

t∑
d=1

γd
t (r)

t∑
s=t−d+1

Σ−1
r o(k)

s ξ(k)�H ′�
br

. (19)

This re-estimation formula can be solved in a similar manner to that
of MLLR and then we obtain the transformation matrices for output
pdfs.

3.2.2. Estimation of Transformation Matrix for Duration Pdf

The re-estimation formula of the transformation matrix for the state
duration pdf is derived in the same fashion as that for the output
pdf. From (14), the linear transformation for the state duration pdf is
given by

Ĥpi = Bpi + ApiHpi

= [Bpi Api ]

[
I

Hpi

]
= W piH

′
pi

(20)

where Hpi and Ĥpi are the regression matrices for duration pdfs
of the source and target speakers. Api , Bpi , W pi , and H ′

pi
are

matrices of dimension 1× 1, 1 × (L + 1), 1× (L + 2), and (L +
2) × (L + 1), respectively. The re-estimation formula of the trans-
formation matrices for the state duration pdf is given by

W p =

(
R∑

r=1

K∑
k=1

Tk∑
t=1

t∑
d=1

γd
t (r)

σ2
r

· d · ξ(k)�H ′�
pr

)
·

(
R∑

r=1

K∑
k=1

Tk∑
t=1

t∑
d=1

γd
t (r)

σ2
r

·H ′
pr

ξ(k)ξ(k)�H ′�
pr

)−1

. (21)

4. EXPERIMENTS

4.1. Experimental Conditions

We used four styles of read speech — neutral, sad, joyful, and rough
(or irritated/impolite) styles. Speech database contains 503 phoneti-
cally balanced ATR Japanese sentences uttered by male and female
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Fig. 1. Style space.

professional narrators, MMI and FTY, respectively, in each style,
and is the same one used in our previous study [5, 9].

Speech signals were sampled at a rate of 16kHz and windowed
by a 25-ms Blackman window with a 5-ms shift. Then mel-cepstral
coefficients were obtained by mel-cepstral analysis. The feature vec-
tor consisted of 25 mel-cepstral coefficients including the zeroth co-
efficient, logarithm of fundamental frequency, and their delta and
delta-delta coefficients. We used 5-state left-to-right MRHSMM
with diagonal covariance. The MRHSMM-based model was trained
for each speaker, which will be called speaker-dependent MRHSMM,
using 450 sentences in each style, 1800 sentences in total. Then we
set each speaker-dependent MRHSMM as the the source speaker’s
model, and adapted it to the target speaker’s model using 50 sen-
tences in each style, 200 sentences in total. We examined the adapta-
tion from FTY to MMI and from MMI to FTY. A three-dimensional
style space [5] was used as shown in Fig.1, and style vectors of
training and adaptation data were set as (0,0,0) for the neutral style,
(1,0,0), (0,1,0), and (0,0,1) for the sad, rough, and joyful styles, re-
spectively. The transformation matrices were block diagonal which
consisted of three blocks for static, delta, and delta-delta parame-
ters. Variance parameters were not adapted. We also trained HSMM-
based style-dependent model [9] using 450 sentences in each style
of the target speaker.

Subjects were seven males in all tests. For each subject, ten test
sentences were chosen at random from 53 test sentences which were
contained in neither the training data nor adaptation data.

4.2. Subjective Evaluation of Reproducibility of Styles

We first did a classification test for the synthetic speech generated
from the adapted MRHSMM with the same style vector used for the
training data of each style. For comparison, we also did the same
test for the synthetic speech generated from the speaker-dependent
model of the target speaker. Subjects were asked which style they
perceived in the test speech. The available choices for perceived
styles were “neutral,” “sad,” “rough,” and “joyful.” Speech sam-
ples that were not assigned by the subjects to one of these groups
were classified as “other.” Tables 1 and 2 show the classification
rates. It can be seen from the result that the classification rates
for the adapted MRHSMM are slightly worse than or comparable
to the speaker-dependent MRHSMM in all styles. It should be noted
that the adapted MRHSMM was trained using only 50 sentences
of the target speaker in each style, whereas the speaker-dependent
MRHSMM was trained using 450 sentences.

4.3. Subjective Evaluation of Adaptation Performance

We next conducted a Comparison Category Rating (CCR) to evalu-
ate the adaptation performance for each style. Subjects compared a
test sample with a pair of reference samples and rated it. The test
samples were generated from the adapted MRHSMM with the same
style vector used for training in each style. The reference samples
were generated from HSMM-based style-dependent models of the

Table 1. Evaluation of reproducibility of styles for MMI

(a) Adapted MRHSMM

Style and Classification Rate (%)
Style Vector Neutral Sad Rough Joyful Other

Neutral (0,0,0) 90.0 0.0 4.3 1.4 4.3
Sad (1,0,0) 15.7 80.0 2.9 0.0 1.4

Rough (0,1,0) 7.1 0.0 90.0 0.0 2.9
Joyful (0,0,1) 11.4 0.0 1.4 87.1 0.0

(b) Speaker-dependent MRHSMM

Style and Classification Rate (%)
Style Vector Neutral Sad Rough Joyful Other

Neutral (0,0,0) 100.0 0.0 0.0 0.0 0.0
Sad (1,0,0) 1.4 97.1 0.0 0.0 1.4

Rough (0,1,0) 4.3 1.4 94.3 0.0 0.0
Joyful (0,0,1) 4.3 0.0 0.0 95.7 0.0

Table 2. Evaluation of reproducibility of styles for FTY

(a) Adapted MRHSMM

Style and Classification Rate (%)
Style Vector Neutral Sad Rough Joyful Other

Neutral (0,0,0) 85.7 0.0 8.6 1.4 4.3
Sad (1,0,0) 1.4 92.9 4.3 0.0 1.4

Rough (0,1,0) 11.4 7.1 80.0 0.0 1.4
Joyful (0,0,1) 4.3 0.0 4.3 87.1 4.3

(b) Speaker-dependent MRHSMM

Style and Classification Rate (%)
Style Vector Neutral Sad Rough Joyful Other

Neutral (0,0,0) 98.6 0.0 0.0 1.4 0.0
Sad (1,0,0) 7.1 92.9 0.0 0.0 0.0

Rough (0,1,0) 7.1 20.0 70.0 0.0 2.9
Joyful (0,0,1) 15.7 0.0 0.0 84.3 0.0

source and target speakers. The rating was done using a 5-point
scale, that is, 5 for almost the same as the target speaker, 4 for
closer to the target speaker, 3 for close to neither, 2 for closer to
the source speaker, and 1 for almost the same as the source speaker.
For comparison, we also evaluated synthetic speech generated using
an HSMM-based MLLR adaptation technique [9]. The adaptation
was done between the HSMM-based style-dependent models of the
source and target speakers using 50 sentences for respective styles.
Figures 2 and 3 show the result. A confidence interval of 95% is
also shown in the figures. The result shows that the performance of
MRHSMM-based adaptation is comparable to that of HSMM-based
adaptation in all styles for both speakers MMI and FTY. In addition,
a larger amount of training data for the source speaker’s model of
MRHSMM compared to HSMM might have led to slight improve-
ment in the scores. It is noted that the MRHSMM-based technique
can control expressivity of styles while the HSMM-based one can-
not.

4.4. Subjective Evaluation of Naturalness

Finally, we evaluated the naturalness of the synthetic speech of the
proposed technique when controlling the intensity of each style. We
generated synthetic speech samples from the adapted MRHSMM by
varying the value of the style vector along each axis of the style
space. For each style except for the neutral style, we changed the
style component corresponding to the target style from 0.5 to 1.5
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Fig. 2. Evaluation of adaptation performance for each style of MMI.
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Fig. 3. Evaluation of adaptation performance for each style of FTY.

with an increment of 0.5 and fixed the other style components to
zero. Subjects rated the naturalness of test samples and the rating
was done using a 3-point scale, that is, 3 for good, 2 for accept-
able, 1 for bad. For comparison, we also evaluated synthetic speech
generated from the speaker-dependent MRHSMM trained using 450
sentences. Figures 4 and 5 show the scores with 95% confidence
interval of the test. From the result, we can see that the adapta-
tion degrades the naturalness of synthetic speech especially when
the style component is larger than 1.0. In general, the naturalness of
the synthetic speech using model adaptation depends on the initial
model. The average-voice-based approach [10] might improve the
dependency of the initial model and generate more natural sounding
speech.

5. CONCLUSION

In this paper, we have proposed a technique of speaker adaptation
for style control based on multiple regression hidden semi-Markov
model (MRHSMM). In MRHSMM-based speaker adaptation, the
initial model trained with a sufficient amount of data is adapted with
a small amount of data using linear transformation in a similar way
to the MLLR adaptation technique. We have formulated the model
adaptation problem for MRHSMM based on linear transformation
and derived re-estimation formulas for transformation matrices in
ML sense. From the results of subjective evaluation tests, we have
shown that MRHSMM can be trained using the proposed adaptation
technique with only small amount of speech data. Our future work
is to apply the average-voice-based approach to the adaptation for
MRHSMM to improve the naturalness of synthetic speech.
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