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ABSTRACT 
 

Automatic accent annotation is important in both speech 
synthesis and speech recognition. Existing statistical 
learning algorithms rely heavily on a sufficiently large set of 
labeled training samples that are expensive and time 
consuming to collect. For unlabeled data, unsupervised 
learning can be initiated with a small set of manually labeled 
data. This paper shows that the accuracy of automatic accent 
annotation can be improved by augmenting a small amount 
of manually labeled data with a large pool of unlabeled data. 
We introduce an agreement-learning algorithm for this 
propose. Experimental results show that it is possible to 
reduce human-labeling effort significantly while reducing up 
to 50% errors. 

 
Index Terms— Agreement learning, Semi-supervised 

learning, Accent detection 
 

1. INTRODUCTION 
 

Prosody labeling is important for both speech synthesis and 
automatic speech understanding. Among all prosody events, 
accent is probably the most prominent. Manually labeling 
accent is quite time consuming. This paper will focus on 
accent auto-labeling.  

There are some existing statistical learning algorithms 
for annotating accent [1-9]. One key difficulty with these 
current algorithms, and the principle issue addressed by this 
paper, is that a large number of labeled training samples are 
required for accurate machine learning. However, labeled 
instances are difficult and time consuming to obtain, since 
they require experienced human annotators. Meanwhile, in 
text-to-speech synthesis systems, there is a far greater 
amount of unlabeled data available than the labeled data. 
Recently, some work relating to how to use unlabeled data 
has been done [1-3]. Unsupervised learning algorithms like 
k-means are used in [3]. In [1], a semi-supervised learning 
algorithm is adopted.  

Semi-supervised learning is a commonly employed way 
to exploit unlabeled data. It uses unlabeled data to improve 
models. There are many kinds of semi-supervised learning 
algorithms, They include self-training [10], co-training [11], 
and graph-based methods [12]. “Self-training” is a 
traditional method and is used in some speech applications 
[1, 2, 4]. It automatically labels unlabeled samples by using 
a small number of human labeled samples as “seed” samples, 
and re-trains the model with the auto-labeled data. 

In this paper, we propose a new algorithm we call 
agreement learning. In this algorithm, ensembles of different 
classifiers are combined to make a decision on the unlabeled 
data. In each iteration, only unlabeled data got same labels 
in each classifier are used as training data in the new model. 
However, this kind of combination often acquires classifiers 
with different output but similar performance. In the accent 
annotation task, acoustic classifier and linguistic classifiers 
are these kinds of classifiers. 

Acoustic cues, such as intensity, duration, and 
fundamental frequency are used to develop predictions of 
accent for a given utterance [4, 5]. Spectral parameters such 
as Mel-scale Frequency Cepstral Coefficients (MFCC) are 
used in some accent detection studies [6]. Linguistic cues 
derived from texts, such as part of speech (POS), N-Grams 
of POS, and the positions within the phrase are used in 
accent detection as well [7-9]. The classifiers for these two 
cues are independent of each other and experiments show 
that the performance is similar [2]. We find the ensemble 
from these two classifiers can help a lot.  

In Section 2, semi-supervised learning is introduced. In 
Section 3, agreement learning is described. Evaluations and 
results are presented in Section 4 and conclusions are 
outlined in Section 5. 

 
2. SEMI-SUPERVISED LEARNING 

 
Unlabeled data are generally not sufficient to train a 
classifier for better-than-random classification performance 
[13]. However, even without class labels, such data still 
provide some information on the joint distribution of 
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features.  
Supervised learning requires labeled training data to 

train reasonable classifiers while unsupervised learning is 
employed to discover hidden structure in unlabeled data. 
Semi-supervised learning is between supervised and 
unsupervised learning and requires only a small amount of 
labeled training data. It improves performance using 
additional unlabeled data.  

The basic idea behind semi-supervised learning is to 
automatically label unlabeled samples by using a small 
number of human labeled data so-called seeds. By doing this, 
semi-supervised learning yields a larger labeled dataset that 
can be used as training data for supervised learning. The aim 
of semi-supervised training is to exploit unlabeled data to 
improve the performance of a classifier. In doing so, semi-
supervised training uses unlabeled data to modify 
hypotheses obtained from stand-alone labeled data.  

Self-learning has been used in speech recognition [14] 
and prosody auto-labeling [2]. It is summarized in Figure 1. 
First, we create an initial acoustic classifier based solely on 
labeled data. Then, a two-step procedure is performed: first, 
an acoustic classifier is used to label all unlabeled data; then, 
a new acoustic classifier based on all the data is learned. 
Intuitively, self-learning tries to find the most likely 
hypothesis that could generate the unlabeled data 
distribution. Self-learning can be seen as clustering of 
unlabeled data “around” the samples in the original training 
set.  
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Figure 1: Semi-supervised learning. 
 

Since only one classifier is used, the classifier will cause 
errors to unlabeled data during each iteration. Then, the 
classifier is re-trained with those data that contains errors. 
These errors will come back to the models. Some errors will 
always be there, And to avoid this behavior, we introduce 
agreement learning.  

 
3. AGREEMENT LEARNING  

 
We present an algorithm named agreement learning: the 
samples which are in agreement among different classifiers 
can be exploited using semi-supervised learning methods.  
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Figure 2: Agreement learning. 
 
A flowchart is depicted in Figure 2. First, we train an 

initial acoustic model using the labeled data, and then 
classify the unlabeled ones. Next, we compare labels 
assigned by the acoustic classifier and linguistic classifier. If 
they agree, we add data to the training set. Then, a new 
acoustic classifier is trained with manually labeled data and 
selected machine-labeled data. The last two steps are 
iterated, and in each pass, as the more valuable data are 
added to the training set, the acoustic model is more accurate. 
Now we have two classifiers: a Hidden Markov Model 
(HMM) based acoustic classifier and a linguistic classifier. 
The HMM-based acoustic classifier aims at exploiting the 
segmental information of accent vowels. The linguistic 
classifier captures the text level information. The two 
classifiers are introduced below.  

Some other algorithms employ similar ideas. In speech 
recognition, people combine different decoder by cross 
adaptation.  
 
3.1. Linguistic classifier 

 
According to Pike [15], usually content words, which carry 
more semantic weight in a sentence, are accented while 
function words are unaccented. Following this rule, a simple 
linguistic classifier is designed in this study: according to 
their POS tags, content words are deemed as accented while 
non-content or function words are deemed as unaccented. In 
our study, nouns, verbs, adjectives, and adverbs are content 
words and others words are function words. The accent 
detection accuracy of content words is as high as 96%. And 
for function words, it is about 85%. Since the self-
consistency of labelers for content words is about 97%, we 
can assume the accuracy in content word is high enough. 
Function words are the only part we need to label accent. 
 
3.2. HMM-based acoustic classifier 

 
The HMM-based acoustic classifier uses segmental 
information that can distinguish accented vowels from 
unaccented ones.  

First, the pronunciation lexicon is adjusted in terms of 
the accent- and position-dependent phone set. Each word 
pronunciation is encoded into both accented and unaccented 
versions. In the accented one, the vowel in the primary stress 
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syllable is accented and all the other vowels are unaccented. 
In the unaccented word, all vowels are unaccented.  

In the training process, the phonetic transcription of the 
accented version of a word is used if it is accented. 
Otherwise, the unaccented version is used. In addition to the 
above adjustment, the whole training process is the same as 
conventional speech recognition training. Accent- and 
position-dependent HMM are trained with the standard 
Baum-Welch algorithm in the HTK software package [16].  

In the decoding part, the trained acoustic model is used 
to label accent. Given an unknown utterance the most likely 
path is found. 

Linguistic classifier is based on syntactic cues and 
acoustic classifier is based on acoustic cues. Since the two 
classifiers are independent and generate accent labels from 
different information sources, they do not always agree with 
each other. We can consider that the agreed labels are more 
accurate and more suitable for self-learning. This is the main 
topic of our agreement method. 

 
4. EXPERIMENTS AND RESULTS 

 
4.1. Experiment settings 

 
The speech corpus evaluated consists of 6,412 utterances by 
a professional female broadcaster. We used 500 utterances 
as the labeled set for initial acoustic training and 5,412 
utterances as the unlabeled set for semi-supervised learning, 
including 500 utterances as the test set. In these experiments, 
only the error rates among function words are studied.  

 
4.2. Accuracy of four different methods 

 
First we compare the accuracy of four different methods: the 
acoustic classifier, the linguistic classifier, self-learning, and 
agreement learning. The results are shown in Figure 3. It is 
evident that agreement learning is the best. When using it, 
the accuracy increases to 91.28%. Compared with the 
baseline of 84.30% provided by the linguistic classifier, a 
45% relative reduction in the error rate is achieved. 
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Figure 3: Accuracy of four different methods. 

4.3. Comparing self-learning with agreement learning 
 
In this experiment, we hold the number of unlabeled data 
constant and vary the number of labeled data, and then 
compare the accuracy of self-learning with agreement 
learning. Figure 4 shows the performance of the two 
different methods. The vertical axis indicates accuracy on 
test sets, and the horizontal axis indicates the amount of 
labeled training data. 
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Figure 4: Performance of semi-supervised learning and agreement 
learning. 

 
Figure 4 shows that agreement learning achieves 

encouraging improvement over self-learning in all training 
sets. For example, when using 100 labeled data, accuracy 
increases from 79.84% to 90.01%. This represent a 50% 
reduction in errors. Also, we can find agreement learning did 
less well when the size of manual labeled data increased. 
When the size of manual labeled data is small, the 
performance of the acoustic classifier is not optimum. In this 
condition, there will be noise in the self-learning training 
data. Then it does not improve the performance by much. On 
the other hand, agreement learning, which includes only 
agreement data, is less affected.  

 
4.4. Performance of varying the number of unlabeled 
data 

 
In Figure 5, we consider the effects of varying the amount of 
unlabeled data using agreement learning. The vertical axis 
indicates accuracy on test sets, and the horizontal axis 
indicates the amount of unlabeled data. For three different 
quantities of labeled data, we hold the number of labeled 
data constant, and vary the number of unlabeled data. Notice 
that there will be an obvious improvement in the accuracy. 
For example, with 100 labeled data, when we increase the 
number of unlabeled data from 1,000 to 5,000, classification 
accuracy increases from 89.04% to 90.01%. 
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Figure 5: Accuracy while varying the number of unlabeled data. 

 
These experimental results demonstrate that agreement 

learning can improve classification and reduce the need for 
manual labels.  
 

5. CONCLUSIONS AND DISCUSSION 
 

This paper describes an agreement learning algorithm for 
automatic accent annotation. This method combines two 
complementary classifiers in semi-supervised learning. In 
each iteration of semi-supervised learning, only the samples 
which get the same result between two classifiers are used to 
train the new classifier.  

Our experiments on a large speech corpus demonstrate 
that accuracy can be significantly improved by using 
unlabeled data. With 500 labeled data, a traditional acoustic 
classifier reaches 85.15% accuracy while self-learning 
achieves 87.15%. While using agreement learning, the 
accuracy increases to 91.28%, which represents a 41.28% 
reduction in errors. Agreement learning can cut the manual 
labeling effort dramatically.  

In future work, other prosody events such as break and 
boundary tone will be labeled together with accent. 
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