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ABSTRACT

This paper addresses the problem of voice activity detection in noise
environments. The proposed voice activity detection technique de-
scribed in this paper is based on a statistical model approach, and es-
timates the statistical models sequentially without a prior knowledge
of noise. The crucial factor as regards the statistical model-based
approach is noise parameter estimation, especially non-stationary
noise. To deal with this problem, a parallel non-linear Kalman filter,
that is a multiplied estimator, is used for sequential noise estima-
tion. Also, a backward estimation is used for noise estimation and
likelihood calculation for speech / non-speech discrimination. In the
evaluation results, we observed that the proposed method signifi-
cantly outperforms conventional methods as regards voice activity
detection accuracy in noisy environments.

Index Terms— Speech processing, State space methods, Kalman
filtering, Multiplied estimator, Forward-backward estimation

1. INTRODUCTION

Voice activity detection (VAD) that automatically detects a period of
target human speech from a continuously observed signal is one of
the most important techniques for speech signal processing. VAD
is widely used in various speech signal processing techniques, e.g.,
speech enhancement, speech coding for cellular or IP phones, and
the front-end processing of automatic speech recognition.

Usually, VAD consists of two parts: a feature extraction part and
a decision part. The feature extraction part extracts acoustic features
for speech / non-speech discrimination, and the traditional features
are the zero-crossing rate and the energy difference between speech
and non-speech [1]. However, these parameters are not robust in the
presence of interference noises, thus, several noise robust features
have been proposed [2, 3, 4]. These parameters can improve the
VAD accuracy. However, improvement range decreases with degra-
dation in the signal to noise ratio (SNR). When the SNR is low, the
discriminative characteristics of the feature parameter unavoidably
degrade due to the strong noise energy, even if a noise robust feature
parameter is used. Consequently, differences between speech and
non-speech become ambiguous, and it becomes difficult to achieve
sufficient VAD accuracy with a low SNR. This problem indicates the
difficulty of achieving noise robust VAD by feature extraction alone
and the importance of a decision mechanism. If a robust decision
mechanism is introduced into VAD, the VAD accuracy will improve,
even if the discriminative characteristics of the feature parameter are
ambiguous. In this paper, we focus on a decision mechanism for
noise robust VAD.

A statistical model-based VAD has been proposed as a robust de-
cision mechanism by Sohn et al. [5]. This method defines a speech

/ non-speech state transition model, and calculates the likelihood ra-
tio of a speech state to a non-speech state by using a hidden Markov
model (HMM)-based hang-over scheme that is equivalent to forward
probability estimation. The speech and non-speech states of the ob-
served signal are distinguished by thresholding the likelihood (for-
ward probability) ratio, and the signals assigned to the speech state
are extracted as the speech period. Sohn’s method calculates the like-
lihood of each state by using a pseudo-method, i.e., a priori and a
posteriori SNR-based approaches [6]. However, the estimation error
of each SNR seriously affects the VAD accuracy. With respect to this
problem, the positive utilization of suitable statistical models of each
state will provide an accurate likelihood, because likelihood calcu-
lation with elaborate models is more flexible than the SNR-based
approach. Thus, we positively utilize statistical models, i.e., Gaus-
sian mixture models (GMMs) of noise (noise + silence) and noisy
speech (noise + speech), and calculate the likelihood of speech and
non-speech states.

With the proposed method, the GMMs of noise and noisy speech
are composed by Log-Add composition [7] using a noise mean vec-
tor and GMMs of silence and clean speech. The GMMs of silence
and clean speech can be trained in advance using a clean speech cor-
pus. On the other hand, to cope with non-stationary noise, the noise
mean vector is sequentially estimated by using a parallel non-linear
Kalman filter that is a multiplied parameter estimator. In addition, a
backward techniques, i.e., a parallel Kalman smoother and a back-
ward probability estimation, are used to estimate the noise mean vec-
tor and for the likelihood calculation.

The proposed method was evaluated using Japanese speech data
corrupted by real background noise. In the evaluation results, we
observed that the proposed method significantly improves VAD ac-
curacy compared with conventional methods. In particular, we con-
firmed that the noise mean vector estimation contributes greatly to
the improvement of VAD accuracy.

2. STATISTICAL MODEL-BASED VAD

In this section, we briefly review the concept of the statistical VAD
proposed by Sohn et al. [5]. The statistical VAD discriminates be-
tween speech and non-speech periods based on the likelihood ratio
test (LRT) with a statistical model. The statistical model is con-
structed by using an ergodic state transition model with speech and
non-speech states as shown in Figure 1.

In the figure, symbols H0 and H1 denote the non-speech and
speech states, respectively. ai,j , bj (Ot), and Ot denote the state
transition probability from state i to state j, the output probability at
state j, and the L-dimensional vector of the observed signal at the
t-th short time frame, respectively.

By using the state transition model, the discrimination of speech
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Fig. 1. Speech / non-speech state transition model

or non-speech periods is equivalent to the estimation of the t-th
frame state qt when O0:t = {O0, · · · ,Ot} is given. Thus, the
observed signal assigned to speech state (qt = H1) is extracted as a
speech signal. The state qt is decided with respect to the conditional
probability p (qt|O0:t) as follows:

p (qt|O0:t) = p (O0:t, qt) /p (O0:t) ∝ p (O0:t, qt) (1)

p (O0:t, qt) =
X
qt−1

p (qt|qt−1) p (Ot|qt) p (O0:t−1, qt−1) (2)

The joint probability p (O0:t, qt) can be represented by the re-
cursive formula of Eq. (2) based on the first order Markov chain,
and is usually called the forward probability αj,t. Thus, Eq. (2) is
represented as the following equation:

αj,t = a0,jbj (Ot)α0,t−1 + a1,jbj (Ot)α1,t−1 (3)

where ai,j = p (qt = Hj |qt−1 = Hi) and bj (Ot) = p (Ot|qt = Hj).
Finally, the state qt is given by the LRT, namely, the thresholding

likelihood ratio Rt = α1,t/α0,t as

qt =

j
H0 Rt < Threshold
H1 Rt ≥ Threshold

. (4)

The LRT with the first order Markov chain is called an HMM-based
hang-over scheme [5].

In Eq. (3), the calculation of bj (Ot) is a crucial factor as regards
accurate VAD. In the original statistical VAD method proposed by
Sohn et al., output probability bj (Ot) is given by using a priori and
a posteriori SNRs [5, 6]. The details of the bj (Ot) calculation are
described in [5].

3. LIKELIHOOD CALCULATION BASED ON SILENCE
AND SPEECHMODELS

3.1. Definition of probability density functions
It is obvious that the framework of the HMM-based hang-over scheme
is based on a statistical approach, however, the statistical VAD pro-
posed by Sohn et al. did not strictly use a statistical model. Al-
though they calculated output probability bj (Ot) using a priori and
a posteriori SNRs, it is a pseudo-method, and bj (Ot) is not directly
calculated by using any kind of probability density function (PDF).
Furthermore, the estimation error of each SNR seriously affects the
estimation accuracy of bj (Ot).

On the other hand, if we can choose suitable PDFs, a more ac-
curate estimate of bj (Ot) will be obtained, because the likelihood
calculation with PDFs is more flexible and applicable than the con-
ventional a priori and a posteriori SNR-based approach. Thus, we
looked at how to calculate bj (Ot) directly using PDFs. As the PDFs
for likelihood calculation, we chose a GMM modeled in the log-Mel
spectral domain as follows:

bj (Ot) =
KX

k=1

wj,k

L−1Y
l=0

1√
2πσj,k,l

exp

(
− (Ot,l − μj,k,l)

2

2σ2j,k,l

)
(5)

where wj,k, Ot,l, μj,k,l, and σ2j,k,l denote the mixture weight of the
k-th Gaussian distribution, the l-th element ofOt, the mean of Ot,l,
and the (diagonal) variance of Ot,l, respectively. In this approach, if
a noise (non-speech state) GMM and a noisy speech (speech state)
GMM are given in advance, we can easily calculate bj (Ot). How-
ever, it is difficult and unrealistic to use these models, because they
need a prior knowledge of noise. To cope with unknown noise en-
vironments, it is necessary to construct environmentally matched
model sets by using an on-line estimation. In this problem, we first
defined non-speech and speech periods as follows:

qt = H0 : Non-speech period : Silence + Noise
qt = H1 : Speech period : Speech + Noise

Using this definition, if a silence GMM, a clean speech GMM,
and a noise mean vector are given, the noise GMM and the noisy
speech GMM can be composed by Log-Add composition [7]. The
Log-Add composition is given by

μj,k,l = μS,j,k,l + log (1 + exp (μN,l − μS,j,k,l)) (6)

where μS,j,k,l and μN,l denote a mean of silence (j = 0) or speech
(j = 1) GMM and a noise mean in the log-Mel spectral domain,
respectively. Usually, The Log-Add composition is applied only to
mean parameters, thus, the variance parameters are given by

σ2j,k,l � σ2S,j,k,l (7)

where σ2S,j,k,l denotes the variance of a silence or speech GMM in
the log-Mel spectral domain.

With this approach, the silence and clean speech GMMs can be
modeled in advance by using a clean speech corpus. On the other
hand, the noise mean μN,l is unknown. Therefore, we estimate the
noise mean sequentially by using a parallel non-linear Kalman filter
described in the next section. In addition, the noise GMM and noisy
speech GMM means are also sequentially updated with the noise
mean updating technique.

3.2. Sequential noise estimation by parallel non-linear Kalman
filtering
Sohn’s statistical VAD assumed that noise has stationary character-
istics. However, most of the noise observed in real environments has
non-stationary characteristics. To improve VAD accuracy in non-
stationary noise environments, it is necessary to estimate the noise
sequence as accurately as possible. To overcome this problem, we
introduce Kalman filtering into sequential noise estimation, and the
noise mean is estimated as μN,l = Nt,l whereNt,l denotes the esti-
mated noise.

Kalman filtering requires a definition of the signal model called
a dynamical system (state-space model). Typically, a dynamical sys-
tem can be defined by two equations: a state transition equation
that represents the dynamics of the target signal, and an observation
equation that represents the output system of the observed signal.

For the state transition process, a random walk process is applied
to the state transition of Nt,l as follows:

Nt+1,l = Nt,l +Wt,l (8)

Wt,l ∼ N `0, σ2Wl

´
(9)

whereWt,l and σ2Wl
denote the driving noise for the state transition

process and the variance ofWt,l, respectively.
On the other hand, the observation process is modeled by the

following non-linear equation,

Ot,l = St,l + log (1 + exp (Nt,l − St,l))

= f (St,l, Nt,l) (10)
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where St,l denotes log-Mel spectra of silence or clean speech. Note
that the Kalman filter derived from a dynamical system with a non-
linear scheme becomes a non-linear Kalman filter.

In Eq. (10), the parameter St,l is usually unknown. Thus, the
parameters of silence or clean speech GMMs are substituted for the
parameter St,l as follows:

Ot,l = f (μS,j,k,l, Nt,l) + Vt,j,k,l (11)

Vt,j,k,l ∼ N
“
0, σ2Sj,k,l

”
(12)

where Vt,j,k,l denotes an error signal between St,l and μS,j,k,l.
Since a GMM consists of K Gaussian distributions, K types

of observation processes are derived from Eq. (11). Using these
observation processes, the non-linear Kalman filter is multiplied to
K types and we can obtain K types of estimation results for each
GMM. We call this method parallel non-linear Kalman filtering. The
estimation formula of each non-linear Kalman filter is given by

Nt|t−1,j,k,l = Nt−1,j,l (13)

σ2Nt|t−1,j,k,l = σ2Nt−1,j,l + σ2Wl
(14)

Gt,j,k,l =
σ2Nt|t−1,j,k,lFt,j,k,l

Ft,j,k,lσ2Nt|t−1,j,k,lFt,j,k,l + σ2Sj,k,l

(15)

Ft,j,k,l = ∂f
`
μS,j,k,l, Nt|t−1,j,k,l

´
/∂Nt|t−1,j,k,l (16)

Nt,j,k,l = Nt|t−1,j,k,l

+Gt,j,k,l

`
Ot,l − f

`
μS,j,k,l, Nt|t−1,j,k,l

´´
(17)

σ2Nt,j,k,l
= (1 −Gt,j,k,lFt,j,k,l)σ

2
Nt|t−1,j,k,l (18)

where subscript t|t − 1 denotes the predicted parameter from the
t− 1-th frame. Nt,j,k,l and σ2Nt,j,k,l

denote a candidate forNt,l es-
timated using the parameters of the k-th Gaussian distribution con-
tained in model j (silence or speech GMM) and a the squared error
variance of each candidate, respectively. Nt−1,j,l, and σ2Nt−1,j,l de-
note the corresponding estimation results in a previous frame.

The estimated candidates are unified by weighted averaging as
follows:

Nt,j,l =
KX

k=1

wNt,j,k ·Nt,j,k,l (19)

σ2Nt,j,l
=

KX
k=1

w2
Nt,j,k

· σ2Nt,j,k,l
(20)

wNt,j,k =
wj,kN

“
Ot;—Ot,j,k

,ΣOt,j,k

”
PK

k′=1 wj,k′N
“
Ot;—Ot,j,k′

,ΣOt,j,k′

” (21)

where Nt,j,l and σ2Nt,j,l
denote averaged results. —Ot,j,k

is a vec-
tor that has f (μS,j,k,l, Nt,j,k,l) in each element and ΣOt,j,k =

diag
“
σ2Sj,k,l

”
. The parallel non-linear Kalman filtering is carried

out in accordance with the silence and speech GMMs. Thus, weighted
averaging is also applied according to each GMM. The unified noise
means, Nt,0,l and Nt,1,l, are substituted to Eq. (6) as μN,l = Nt,0,l

(for silence) or μN,l = Nt,1,l (for clean speech).
The denominator of Eq. (21) can also be regarded as the out-

put probability bj (Ot). However, the probability given by the de-
nominator of Eq. (21) may be inaccurate, because the noise mean
candidatesNt,j,k,l include some outliers. To reduce the influence of
these outliers, we applied weighted averaging to the candidates, and
substituted Nt,j,l to Eq. (6).

3.3. Backward estimation
The likelihood estimation described in sections 2 and 3.1 is simply
carried out by employing forward estimation with the parameters of
the present and preceding frames. However, the effects of future
frames t + 1, · · · , T are also an important factor for time series es-
timation. Likelihood estimation using future frames is called back-
ward estimation, and we introduce backward estimation into LRT as
follows:

p (O0:T , qt) = p (O0:t, qt) p (Ot+1:T |qt) . (22)

Based on a recursive formula, the conditional probability p (Ot+1:T |qt)
is represented as

p (Ot+1:T |qt) =
X
qt+1

p (qt+1|qt) p (Ot+1|qt+1) p (Ot+2:T |qt+1) ,

(23)
and is equivalent to backward probability βj,t. Using the same nota-
tion as Eq. (3), Eq. (23) is rewritten as

βi,t = ai,0b0 (Ot+1)β0,t+1 + ai,1b1 (Ot+1)β1,t+1 . (24)

Thus, the likelihood with forward-backward estimation is de-
rived from p (O0:T , qt = Hj) = αj,t · βj,t, and the likelihood ratio
Rt used for LRT is given by

Rt =
p (O0:T , qt = H1)

p (O0:T , qt = H0)
=
α1,t · β1,t
α0,t · β0,t . (25)

In addition, Kalman smoother [8], which is a backward estima-
tor of Kalman filter, is applied to noise estimation. Kalman smoother
is also multiplied in the same way as the parallel non-linear Kalman
filter described in section 3.2, and we call this method parallel Kalman
smoothing. The smoothing formula is given by

Jt,j,k,l = σ2Nt,j,k,l
/σ2Nt+1|t,j,k,l (26)

Ñt,j,k,l = Nt,j,k,l + Jt,j,k,l

“
Ñt+1,j,k,l −Nt+1|t,j,k,l

”
(27)

σ̃2Nt,j,k,l
= σ2Nt,j,k,l

+Jt,j,k,l

“
σ̃2Nt+1,j,k,l − σ2Nt+1|t,j,k,l

”
Jt,j,k,l (28)

where Ñt,j,k,l and σ̃2Nt,j,k,l
denote a smoothed candidate of Nt,l

and a smoothed squared error variance, respectively. The smoothed
candidates are unified by weighted averaging in the same way as
Eqs. (19) to (21).

Usually, both backward likelihood estimation and Kalman smooth-
ing are carried out from the end of the observed signal. However, the
end of the observed signal is unknown in VAD, therefore, a block-
wise backward estimation is introduced, namely, backward estima-
tions are carried out from T = t+ tb with a constant time length tb.
Backward estimations are not performed for tb = 0.

4. EXPERIMENTS

4.1. Experimental setup
Speech signals mixed with real background noise were used in this
experiment. We used Japanese speech data whose content consisted
of travel arrangement dialogues. The data consists of 2,292 utter-
ances spoken by 178 speakers. The utterance duration is from 1.4 to
12.1 seconds. Although the data was originally recorded at a sam-
pling rate of 48 kHz, we down-sampled the data to 8 kHz. As noise
data, we recorded real environmental sounds at an airport and on
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Table 1. Feature extraction conditions.
Sampling frequency 8 kHz (16 bit quantization)
Pre-emphasis 1− 0.97z−1
Feature parameters 24th order log-Mel spectra
Frame length 20 ms
Frame shift 10 ms
Window type Hamming window

a street. The noise data were added to the clean speech data at an
SNR of 0 dB. Because environmental sounds are not stationary, we
adjusted the SNR so that the power peaks of the speech and noise
data within the period of an utterance were the same. Different noise
intervals were added to different utterances. The feature extraction
conditions are detailed in Table 1.

We trained the silence and clean speech GMMs with 256 dis-
tributions by using phonetically balanced Japanese sentences. The
training data consisted of 5,050 utterances spoken by 101 speakers.
The feature parameters were the same as those shown in Table 1.

State transition probabilities and the number of frames for back-
ward estimation were set at ai,j = {0.8, 0.2, 0.1, 0.9} and tb =
{0, 5, 10}, respectively. The variance of the driving noiseWt,l was
set at σ2Wl

= 0.001.
The VAD evaluation criteria used in this paper are the false ac-

ceptance rate (FAR) and false rejection rate (FRR) as shown by
Eqs. (29) and (30). Reference VAD labels were generated by us-
ing hand-labeled transcription, which includes temporal information
on speech-onset, speech-offset, and pause. FAR and FRR are con-
trolled by the threshold or certain parameters, and have a trade-off
relationship. Thus, we draw the receiver operating characteristics
(ROC) curves by using several FARs and FRRs, which are obtained
by changing the threshold from 0.1 to 10,000.0.

FAR =
Number of falsely detected speech frame

Number of non-speech frame
(29)

FRR =
Number of falsely detected non-speech frame

Number of speech frame
(30)

4.2. Experimental results

Figure 2 shows the VAD accuracies of the proposed and conventional
methods, i.e., Sohn’s statistical VAD [5], the long-term spectral di-
vergence (LTSD) [3], ITU-T G.729 Annex B [9], and ETSI ES 202
050 [10]. Only one result each of ITU-T G.729 Annex B and ETSI
ES 202 050 are shown in the figure, because their parameters are
fixed. In the figure, the ROC curve closest to origin shows the best
performance.

The figure shows that the proposed method is considerably bet-
ter than the conventional method in both airport and street noise en-
vironments. The proposed method with tb = 10 slightly improves
the VAD accuracy compared with tb = 0, namely, noise estimation
and likelihood estimation by forward estimation alone. With the pro-
posed method, the factor that contributed most to the improvement
was the noise estimation based on parallel non-linear Kalman filter-
ing. This suggests that the noise estimation is the most crucial factor
as regards statistical model-based VAD. Moreover, the feature pa-
rameter used in the proposed method is the log-Mel spectrum, which
is not generally a noise robust parameter. If we use robust feature pa-
rameters, we will obtain more accurate VAD results. Thus, in further
research, we plan to combine the proposed method and robust fea-
ture extraction.
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Fig. 2. Experimental results of VAD

5. CONCLUSION

This paper presented a noise robust VAD based-on statistical model.
In the proposed method, we introduced a likelihood estimator that
used silence and clean speech GMMs, sequential noise estimation
by parallel non-linear Kalman filtering, and backward estimations
into the statistical model-based approach. The evaluation results
show that our proposed method significantly improves VAD accu-
racy compared with conventional methods. In the future, we are
planning to investigate the combination of noise robust feature ex-
traction and the optimal threshold decision.
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