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ABSTRACT

Many transformations inspired by the auditory system have improved

the performance of Automatic Speech Recognition (ASR) systems.

However, humans perform substantially better than today’s ASR sys-

tems, suggesting that ASR systems can further benefit from under-

standing how the brain represents speech. To learn about the cor-

tical representation of speech, we measured the neural responses in

the primary auditory cortex to sentences from the TIMIT database.

Here we examine how individual phonemes activate different subsets

of auditory neurons, reflecting the diversity of neural tuning proper-

ties. We find that neurons with different spectro-temporal tuning

provide an explicit multidimensional representation of articulatory

features independent of speaker and context. This representation

that matches the human perception could provide a framework for

ASR in adverse conditions.

Index Terms— Auditory System, speech processing, speech

recognition

1. INTRODUCTION

The brain is a working example of a robust speech recognition sys-

tem. Humans perceive speech in noisy and reverberant environ-

ments despite large variability across different speakers and contexts.

Experience with automatic speech recognition has amply demon-

strated that the performance of ASR systems is considerably en-

hanced through use of early and central auditory-inspired transfor-

mations (PLP [1], MFCC, RASTA [2] and spectro-temporal features

[3]). Learning more about how the brain analyzes continuous speech

will enable us to design systems that operate robustly in natural con-

ditions.

Numerous important acoustic features of speech, such as voice

onset time and articulatory features, have been found to be robustly

represented in auditory cortex [4] and sub-cortical nuclei [5]. These

experimental findings suggest that the basic machinery for the robust

encoding of speech already exists in mammalian auditory systems

independent of learning. However, previous studies of the auditory

system have focused on simple synthetic sounds, and very little is

known about the representation of more complex natural sounds es-

pecially continuous speech. To learn more about how the brain ana-

lyzes speech, we measured the representation of continuous speech

in the primary auditory cortex neurons and examined how individ-

ual phonemes modulate activity across the population of auditory

neurons. The selectivity of neurons is characterized by their spectro-

temporal receptive field (STRF), which is the linear approximation

of the transfer function between sound spectrogram input and neu-

ral output. We demonstrate how neurons with different frequency

tuning, temporal modulation tuning (rate) and spectral shape tuning

(scale) generate a multidimensional representation in which different

phoneme categories form unique patterns that may provide a neural

basis for low-level phoneme discrimination.

2. EXPERIMENTAL SETUP

Physiology: Spiking activity was recorded from isolated single neu-
rons in primary auditory cortex of awake, passive ferrets. The exper-

imental preparation and electrophysiological methods are described

in detail in [6].

Speech Stimuli: Stimuli were phonetically transcribed continuous
speech from TIMIT database [7]. The samples were chosen to rep-

resent a diversity of male and female speakers. Thirty different sen-

tences spoken by 15 male and 15 female different speakers were

used to represent a variety of speakers and contexts while keeping

the time of neural data acquisition suitably short.

Neurons spectro-temporal receptive field: One of the most suc-
cessful models of the auditory cortical neurons is the linear spectro-

temporal receptive field (STRF), h(t, f) that maps the spectrogram
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Fig. 1. A) Spectro-temporal receptive fields of three cortical neurons as
measured by normalized reverse correlation. Red/blue areas indicate stim-

ulus frequencies and time lags correlated with an increased/decreased re-

sponse. B) The neurons best frequency is defined to be the excitatory peak of

the STRF (red arrow). The modulation transfer function (MTF) is computed

by taking the absolute value of the 2-D Fourier transform of the STRF. The

best scale and the best rate of the neuron is defined as the centroid of the

collapsed MTF along rate and scale axes (red arrows).

IV ­ 7651­4244­0728­1/07/$20.00 ©2007 IEEE ICASSP 2007



8

16

12

0.85

0.95

1.05

1.25

1
2
4
8

0.5
1
2
4
8

B
es

t F
re

qu
en

cy
(K

H
z)

B
es

t R
at

e
 (H

z)
B

es
t S

ca
le

(C
yc

/O
ct

)
Fr

eq
ue

nc
y 

(K
H

z)

Time (ms)

ao

0

ah aa owuxaxixih iyeh eyae

Vowels
Open Closed

0

1

N
or

m
al

iz
ed

 
so

un
d 

en
er

gy

0

1

N
or

m
al

iz
ed

 n
eu

ra
l r

es
po

ns
e 

ra
te

Back Front Back

A

B

C

D

0.5

0.25

0.25

170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170

1.15

10

14

Time (ms)

p

0

t k f s shb d g v dh z m n ng

Plosives Fricatives Nasals

0

1

N
or

m
al

iz
ed

 
S

ou
nd

 E
ne

rg
y

0

1

N
or

m
al

iz
ed

 n
eu

ra
l r

es
po

ns
e 

ra
te

Unvoiced Voiced Unvoiced Voiced

1
2
4
8

0.5
1
2
4
8

B
es

t F
re

qu
en

cy
(K

H
z)

B
es

t R
at

e
 (H

z)
B

es
t S

ca
le

(C
yc

/O
ct

)
Fr

eq
ue

nc
y 

(K
H

z)

E

F

G

H

0.5

Consonants

0.25

0.25

170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170 0 170
8

16

12

0.85

0.95

1.05

1.25

1.15

10

14

S
pe

ct
ro

gr
am

s
S

or
te

d 
ne

ur
al

  r
es

po
ns

es

S
pe

ct
ro

gr
am

s
S

or
te

d 
ne

ur
al

  r
es

po
ns

es

Fig. 2. Average population responses to vowels and consonants. (A) The average spectrogram of 12 vowels. The neural population response to these

vowels is displayed in the heat maps in rows B-D. Each horizontal line of the heat map shows the timecourse of the average response of a single neuron to the

corresponding vowel. Red regions indicate strong responses and blue regions indicate weak responses. The population responses are displayed in three ways:

sorted by their best frequency (B), best scale (C) and best rate (D). (E) Average spectrogram of 15 consonants. Rows F-H show the average neural population

responses sorted by neurons best frequency, scale and rate.

of the sound, s(t, f), to the neural output, r(t):

r(t) =

F�
f=1

�
h(τ, f)s(t− τ, f)dτ (1)

In the STRF model, the output (neural response) is the sum of F LTI

filters each operating on one frequency of the sound spectrogram.

The STRF of the neurons can be estimated using normalized reverse

correlation techniques from any sound-response pairs [8]. Some ex-

ample STRFs obtained from the speech data are shown in figure 1A.

These examples show how neurons differ in their frequency tuning

and in their temporal and spectral tuning shape, characterized by

best frequency, best rate and best scale [6]. These parameters are

measured from the STRF and its 2-D Fourier transform as shown in

figure 1B.

3. AVERAGE PHONEME REPRESENTATIONS
Population responses to phoneme classes: To appreciate the unique
response patterns evoked by different phonemes, and in particular,

to highlight the acoustic features enhanced in the neural representa-

tion, it is best to view the ordered activity of the entire population.

This ordering depends entirely on the neuronal tuning properties to

be emphasized. In primary auditory cortex, unlike in the auditory

nerve, receptive fields (tuning curves or STRFs) exhibit systematic

variations along a myriad of feature axes including best frequency

(BF), bandwidth, asymmetry, and temporal modulations [6]. Here

we consider the ordered representation of phoneme responses along

three different dimensions: best frequency, best scale, and best rate

(figure 1B) [9]. We used the speech-based STRFs to estimate these

parameters for each neuron.
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Encoding of vowels: Population responses to 12 American-
English vowels are summarized in Figure 2. Panels in the top row

(2A) display the average auditory spectrogram of each vowel com-

puted from all samples in the database. The vowels are organized

according to their articulatory configuration along the Open/Closed

and Front/Back axes as illustrated at the top of the figure: /ao, ah,

aa, ae, eh, ey, ih, iy, ix, ax, ux, ow/. The averaged spectra (top

row) reveal that open vowels have relatively concentrated activity

at medium frequencies ( 0.8- 2 KHz), whereas closed vowels tend

to have sometimes two peaks spaced over a larger frequency range

( 0.5 and 4 KHz). These are consistent with the known distribu-

tion of the three formants (F1, F2, and F3) in these vowels [10].

These averaged phoneme spectra are broadly reflected in the re-

sponse distributions ordered along the BF axis; neurons with BFs

matching regions of high energy in a phoneme spectrum tend to give

strong responses to that phoneme (fiugre 2B) More striking, how-

ever, are the response distributions along the best scale axis (figure

2C). Here, open vowels tend to evoke maximal responses in broadly

tuned cells commensurate with their broad spectra (low scales at< 1

Cyc/Oct), while closed vowels evoke maximal responses in narrowly

tuned cells (scales> 1 Cyc/Oct), as indicated by the red boxes in the
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Fig. 3. (a) Each vowel is displayed at the locus of the average frequency,
rate and scale of the neurons activated by that vowel. Back vowels are shown

in red while front ones are in blue. To reveal the contribution of each di-

mension to the separation of front-back vowels, we project them onto (b)

rate-scale, (c) rate-frequency and (d) scale-frequency planes.
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Fig. 4. (a) Each consonant is displayed at the locus of the average fre-

quency, rate and scale of the neurons activated by that consonant. Plosives

are shown in red, fricatives in blue and nasals in green. The contribution of

each dimension to the separation between categories is evident from the pro-

jections onto (b) rate-scale, (c) rate frequency and (d) scale-frequency planes.

figure. There is also a consistent pattern along the best rate axis:

front/closed vowels are more likely to excite slower cells with rates

< 11-12 Hz compared to all other vowels (as indicated by the green

boxes in figure 2D). This pattern may reflect the longer times re-

quired to complete the articulatory excursions toward or away from

closed vowels at the front of the mouth. Figure 3A provides a com-

pact summary of the population response to vowels. Each vowel

is placed at the locus of maximum response in the neural population

along the BF, best scale, and best rate axes. To highlight more clearly

which of the three features best separate them, the 3-D display is

projected onto each of the three marginal planes (figure 3B-D). It is

evident in these displays that the vowels are clearly separated along

the scale axis above and below 1 Cyc/Oct (horizontal dashed lines

in panels figure 3B,D). They are also distinguished by BF, with the

open vowels clustering in the range 1.0 - 4.5 KHz (vertical dashed

lines in panel figure 3C.

Encoding of Consonants Population responses to several con-
sonants are shown in Figure 2E-H in the same format already de-

scribed for vowels. Three properties are commonly used to organize

and classify consonants: place of articulation, manner of articula-

tion, and voicing [10] . We studied the population responses to de-

termine how these properties are encoded across the population of

neurons. The distributions of the responses to the consonants sorted

along the BF axis (figure 2F) approximates the features of their av-

eraged spectra (figure 2E), which in turn are known to be closely re-

lated to place of articulation cues. For instance, the high-frequency

noise burst at the onset of the forwardly-constricted /t/ contrasts with

the lower-frequency distribution of the other plosives (/p/, and /k/).

Response distributions along the best scale and best rate axes (fig-

ure 2G-H) capture well the essential manner of articulation cues that

supply the information necessary to discriminate plosives, fricatives,

and nasals in continuous speech. For example, the broad distinc-

tion between ”obstruents” and ”continuants” (e.g. /p,t,k,b,d,g/ versus

/s,sh,z,n,m,ng/) is evident in the distribution of responses along the

scale and rate axes (figure 2G-H). Because of their sudden and spec-

trally broad onsets, obstruents (also called stop consonants) display

relatively strong activation in broadly tuned and fast cells (regions

outlined in red in figure 2G-H) compared to the more suppressed

responses to longer duration unvoiced fricative and nasal continu-

ants (outlined in blue). Finally, the third cue of voicing is primarily

associated with the harmonic structure of voiced spectra near the

mid-frequency range (0.2 to 1 KHz), and the weak energy at very

low BFs near the fundamental of the voicing. Only this latter cue

seems to distinguish consistently the voiced (/b,d,g,v,dh,z,m,n,ng/)

from unvoiced (/p,t,k,f,s,sh/) consonants in our data as indicated by

the green outlined region of figure 2F. Figure 4A illustrates the lo-

cus of the population response to each consonant in a plot of best

frequency, best rate and best scale similar to that used with vow-

els earlier. The lower panels of Figure 4 are projections of the 3-D

plot onto its three marginal planes. Members of the three groups

of consonants (plosives (red); fricatives (blue); and nasals (green))

fall in distinct clusters. For instance, plosives tend to drive broadly

tuned and fast cells. Similarly, phoneme groups roughly segregate

along the BF axis, with unvoiced fricatives occupying the highest

frequencies (> 4KHz), unvoiced plosives falling between 2-4 KHz,

and other voiced phonemes falling below 2 KHz. As with vowels,

this plot of the neural loci of consonants reveals the relative distances

among them and presumably their tendency toward perceptual con-

fusion, as we shall elaborate next.
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4. PHONEME RECOGNITION BASED ON NEURAL
POPULATION RESPONSES

Average phoneme responses give useful insights into the mean repre-

sentation of each phoneme, but they fail to indicate howwell the neu-

ral population can discriminate phonemes, given the natural acoustic

variability among samples of the same phoneme during continuous

speech. To delineate perceptual boundaries implied by the responses

to the phonemes, we trained a linear Support Vector Machine (SVM

[11]) for each phoneme to separate it from all others, based on the re-

sponses of the neural population. To determine the identity of a novel

phoneme, the population response was input to all the classifiers,

each computing the likelihood of its designated phoneme. The clas-

sifier indicating the maximum likelihood was taken as the identity

of the input phoneme. The extent to which the neural phoneme rep-

resentations can account for the perception of individual phoneme

exemplars can be assessed by studying the pattern of pair-wise con-

fusions by the classifier. Figure 5 (left) shows the confusion matrix

measured from classifications of the neural data. Labels along each

row indicate the phoneme presented, and columns report the prob-

ability of the phoneme output by the classifier. The classifier was

trained on responses of 20 neurons to 330 seconds of speech (90

sentences). The phonemes are arranged based on voiced-unvoiced

(figure 5A and B) and plosive, fricative, nasal consonant categories

to facilitate comparison with a previous study of human perception

[12] (replicated in figure 5 (right)). The dashed boxes delineate the

3 major phoneme categories: plosives, fricatives, and nasals. In both

neural and perceptual data, phonemes within each category-plosives

(/p, t, k/), fricatives (/f, s, sh/), and nasals (/m, n/)-tend to be more

confusable within the group than across categories. The correlation

coefficient between the complete neural and perceptual matrices is

0.78 (p=0.0002, randomized t-test).

5. SUMMARY AND CONCLUSION

Responses to speech in primary auditory cortex reveal a multidimen-

sional representation that is sufficiently rich to support the perceptual

discrimination of many American English phonemes. This represen-

tation is made possible by the wide range of spectro-temporal tuning

in A1 to stimulus frequency, scale and rate. The great advantage of

such diversity is that there is always a unique sub-population of neu-

rons that responds well to the distinctive acoustic features of a given

phoneme and hence encodes that phoneme in a high-dimensional

space independent of speaker and context. Three dimensions of neu-

ral tuning considered in this study are the best frequency, rate (tem-

poral modulations) and scale (spectral shape). We showed that fre-

quency tuning of neurons provides a representation of the place of

articulation and that rate and scale tuning provide a representation of

manner of articulation, distinguishing plosives, fricatives and nasals.

The explicit representation of phoneme identity across a population

of filters tuned to BF, scale and rate suggests a strategy for improved

speech recognition systems in noise and other sources of variability.
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