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ABSTRACT

In this paper a new method for speech synthesis is proposed.
It relies on a source- lter decomposition of the speech sig-
nal by means of an ARX-LF model. This model allows the
representation of the glottal signal as the sum of an LF wave-
form and a residual signal. The residual information is then
analyzed by HNM. This signal representation enables high
quality speech modi cation such as pitch, duration or even
voice quality transformation. Experiments performed on a
real speech database show the relevance of the proposed method
as compared to other existing approaches.

Index Terms— Speech synthesis, speech analysis

1. INTRODUCTION

High quality speech modi cation is a subject of consider-
able importance in the speech processing area. Applica-
tions include text-to-speech synthesis by unit concatenation,
for which it is often desirable to adapt the prosody, or even
the spectral characteristics of the selected speech segments.
Speech modi cation is also of great interest in the area of
voice transformation and conversion, be it for speech syn-
thesis purposes or for other applications such as movie dub-
bing, foreign language learning, etc. . . Numerous methods
have been proposed for the purpose of speech modi cation
including non parametric techniques such as TD-PSOLA [1]
and methods based on parametric models like HNM [2].
These approaches can achieve interesting speech modi cation
methods but are limited in practice as they often degrade the
quality of the resulting speech. It can be hypothesized that
the problems encountered in speech modi cation are partly
due to the fact that the signal representation does not really

t with the speech production mechanisms. More speci -
cally, current approaches do not explicitly separate the glottal
source and the vocal tract information from the speech sig-
nal. In this paper, we propose a speech analysis and synthe-
sis scheme based on a source- lter separation using an ARX-
LF model. In this model, the glottal signal is decomposed

into a LF waveform [3] and a residual signal which is fur-
ther analysed using an HNM model. The paper is organized
as follows: section 2 presents the ARX-LF model. The anal-
ysis procedure is described in section 3 while the synthesis
and modi cation schemes are detailed in section 4. Section
5 presents the application of the proposed method in in the
context of speech synthesis and modi cation and section 6
concludes our work.

2. THE ARX-LF MODEL

A common approach in speech processing is to represent the
speech production mechanisms by means of a source- lter
model. In such representation, the source component is ref-
ered to as the glottal aw derivative (GFD), which incorpo-
rates the derivative effect due to the lips radiation to the sig-
nal observed at the glottis. Moreover a reasonable approx-
imation of the GFD can be obtained through the LF model
[3] which enables the characterization of the glottal source
signal with 5 parameters: one for the location of the glot-
tal source (the reference is usually the glottal closure instant
tc), one for the amplitude and three to de ne the shape of
the glottal ow. A typical LF waveform is depicted on g-
ure 1. Among the possible parameter sets to de ne the shape,
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Fig. 1. The LF model

the vector θ = (Oq, αm, Qa) has been chosen: Oq corre-

IV  5251424407281/07/$20.00 ©2007 IEEE ICASSP 2007



sponds to the open quotient (Oq =
Te
T0

), αm to the asymmetry

coef cient (αm = Tz
Te

) and Qa to the return phase quotient

(Qa =
Ta

(1−Oq)T0
). Θ denotes the space of shape parameters.

The explicit expression of the model for one fundamental pe-
riod is given by:

uLF (t) =

{
E1e

at sin(wt) 0 ≤ t ≤ Te

−E2

[
e−b(t−Te) − e−b(T0−Te)

]
Te ≤ t ≤ T0

where the parameters a, b and w are implicitly related to θ

and T0.
Given the above assumptions, the speech signal s(n) can

be represented by means of an ARX model [4]:

s(n) = −

p∑
k=1

ak(n)s(n − k) + b0uLF (n) + e(n) , (1)

where uLF (n) denotes the LF glottal ow derivative and
where ak(n) are the time-varying coef cients of the order p

AR model characterizing the vocal tract. Coef cient b0 is re-
lated to the LF waveform ampliftude while e(n) is a residual
signal. e(n) contains the information that is not explicitly
captured by the linear ARX-LF model, including: i) the mis-
match between the deterministic part of glottal waveform and
the LF model, ii) nonlinear effects such as ripple which re-
sults derom source-vocal tract interactions and iii) the noise
components of the glottal waveform.

3. ANALYSIS

The analysis procedure has two main purposes: i) estimat-
ing the LF-ARX model parameters and ii) decomposing the
residual signal by means of an HNM model. These steps are
detailed in the next two sections.

3.1. LF-ARX parameter estimation

The estimation of the LF-ARX model parameters can be fo-
mulated as the minimization of the energy of the residual sig-
nal. However, it can be seen from equation 1 that this opti-
mization is highly nonlinear and thus rather intricate. A rst
solution to this estimation problem has been proposed in [5]
and [6]. The method proposed in this paper capitalizes on
these previous works and can be decomposed in the follow-
ing steps:

1. Estimation of f0 using a modi ed Yin algorithm includ-
ing f0 tracking [6];

2. Estimation of the glottal closure instants by using f0

continuity constraints and an appropriateness measure
to the ARX-LF model [6];

3. Regularization of the LF source sequence by means of
a Viterbi algorithm;

4. Estimation of the AR parameters characterizing the vo-
cal tract.

The regularization step is essential in order to alleviate the
well known ill-conditionned character of semi-blind decon-
volution problems. Its principle is to use a set of quantized
LF waveform for which the appropriateness cost introduced
in [5] is computed. Given this treillis, the join cost between
two nodes is de ned as 1 − rij where rij denotes the corre-
lation between the quantized LF waveforms indexed by i and
j. Then a Viterbi algorithm gives the optimal LF waveform
sequence. In order to reduce the complexity of the algorithm
it is worth noting that all the join cost are computed off-line
and tabulated.

Once the position and the shape of the LF waveform has
been obtained, the b0 coef cient and the vocal tract parame-
ters can be estimated by classical linear prediction techniques.
However, in order to get a better resolution in the lower part
of the spectrum, it is preferable to use a warped frequency
scale. In this case, the AR coef cient can be estimate us-
ing a warped linear prediction (WLP) algorithm presented in
[7]. A classical shortcoming of linear prediction is that it
tends to associate a formant to prominent harmonics, espe-
cially in the case of high pitched speech signal. In order to
prevent such estimation errors, we propose a regularization
procedure. For that purpose we hypothesize that in the lower
part of the spectrum (f < 1.5 kHz) the spectral enveloppe
can be approximated by sampling the amplitude spectrum of
the AR model at each harmonic frequency. Based on this as-
sumption, we estimate a new spectral enveloppe consisting
of i) a discrete cepstrum representation of the spectrum for
f < 1.5 kHz [8] and ii) the obtained AR frequency response
for f > 1.5 kHz. In the vicinity of 1.5kHz (more precisely,
for 1.2kHz < f < 1.8kHz, the amplitude spectrum is ob-
tained by linear interpolation of both spectral representations.
Then, given this amplitude spectrum, the nal AR model can
be determined from the corresponding autocorrelation coef -
cients.

3.2. HNM residual decomposition

The residue is analyzed by a version of HNM similar to the
one described in [2]. It is worth noting that the fundamen-
tal frequency re nement procedure and the maximum voic-
ing frequency estimation are done on the speech signal rather
than on the residue itself. This enables more robust estimates
of these two parameters.

The harmonic part is determined by minimizing the least
square criterion as in [2]. Note that the residual signal is sup-
posed not to contain the vocal tract information. Its spectral
enveloppe can be considered as smooth, but includes the ef-
fect of the WLP. For that reason, it is not necessary to estimate
an AR model for the noise part. The only information needed
to generate the noise component is its variance corrected in
order to include the frequency warping effect.
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3.3. Analysis of unvoiced frames

The analysis scheme presented above suppose that the sig-
nal is voiced. Of course for an unvoiced frame, the ARX-
LF model is inappropriate. So our analysis scheme needs a
voicing decision mechanism. In this paper, the algorithm pro-
posed in [2] was used. When a frame is declared unvoiced,
the above analysis scheme is simply replaced by a WLP based
analysis.

4. SYNTHESIS AND MODIFICATION

4.1. Synthesis algorithm

The synthesis is done pitch-synchronously by passing the re-
constructed glottal source signal through a time-varying l-
ter. For the lter determination, a classical interpolation of
the line spectral pairs (LSP) with a Hanning window is used.
From section 3, the glottal source u(n) is the sum of three
components: the LF glottal waveform uLF (n), as well as the
harmonic part eh(n) and the noise part en(n) of the HNM
decomposition of the residue. Note that noise part is synthe-
sized by high-pass ltering (with a cut-off frequency equal to
the maximum voicing frequency Fc a white gaussian noise.
Of course for unvoiced frames, only the noise component is
to be considered. Each component is generated using a clas-
sical OLA procedure with a Hanning window whose length
is twice the local fundamental period. Thus the reconstructed
glottal source signal is

u(n) = w(n)ul(n) + (1− w(n))ul+1(n) (2)

where ul(n) and ul+1(n) denote the short term glottal signals
respectively obtained from the lth and l+1th analysis instants.

4.2. Synthesis with modi cations

This section gives a brief overview of the speech modi ca-
tion algorithm based on the ARX-LF model. The overall pro-
cess can be split into two steps: i) the determination of the
sequence of analysis frame indices together with their cor-
responding synthesis instants given a stream of f0 and time
modi cation coef cients and ii) the modi cation and synthe-
sis of the selected speech frames. The rst step is classical
in prosodic modi cation and is detailed in [1]. For the gen-
eration step itself, we concentrate here on f0 modi cation as
time scale modi cation essentially implies at most duplica-
tion of some of the selected speech frames. We describe the
way the LF component and the residual signal are modi ed.

Considering the LF waveform model, it is clear that the
shape and amplitude parameters can be controled regardless
of the fundamental frequency. Thus, a simple way of handling
f0 modi cation is to use a shape invariant processing. In that
case, the modi ed LF glottal waveform ũLF(t) is related to

the original glottal waveform uLF(t) by :

ũLF

(
t

T̃0

)
= uLF

(
t

T0

)

which means that the spectrum of the modi ed glottal source
is a stretched version of the original one with a duration equal
to T̃0. This modi cation process scales the absolute duration
of the return and open phases by T̃0

T0
.

Another way of modifying the fundamental frequency of
the LF waveform consists in keeping the durations of the open
and return phases unchanged. In this alternative method the
fundamental frequency is modi ed along with the shape pa-
rameters :

T̃e = Te ⇔ Õq = Oq
T0
T̃0

T̃a = Ta ⇔ Q̃a = Qa
1−Oq

1−Õq

T0
T̃0

,

where Õq and Q̃a respectively denote the modi ed open and
return phase qiotients. Note that this method leads to the
modi cation of the LF shape parameters in such a way that
the spectral envelope of the LF waveform is preserved. By
contrast, the rst method stretches the spectral content of the
LF waveform. For instance, for a fundamental frequency de-
crease, it increases the open phase and return phase durations
and thus lower the high frequency content of the speech sig-
nal, in such a way that the resulting voice sounds more lax.

Moreover, the second method is expected to give results
closer to the TD-PSOLA method which performs overlapping
between frames and thus tends to preserve the open and return
phase durations. For all these reasons, the second method will
be used in the experiments.

5. EXPERIMENTS AND RESULTS

The experiments focus on time and fundamental frequency
modi cations using one of the three following methods : TD-
PSOLA, HNM and the proposed ARX-LF method. These
algorithms are applied on 9 sentences : 5 from a French male
speaker and 4 from a female English speaker. Each sentence
is transformed according to ve schemes : 1) a time scaling
factor of 2, 2) two fundamental frequency scalings (using fac-
tors 0.7 and 1.4), 3) two combinations of time and frequency
scalings (using a time scaling of 2.0 and frequency scaling of
0.7 or 1.4).

To evaluate the proposed algorithm, two preference tests
(TD-PSOLA vs ARX-LF and HNM vs ARX-LF) have been
performed. For each sentence and transformation pattern, lis-
teners select the best sounding transformed stimulus if they
have a preference. As the stimuli do not sound natural espe-
cially when a time streching is applied, listeners have been
asked to focus on voice quality and on possible artefacts.

The results are depicted in table 1. They show a clear
preference for the proposed method in the case of time mod-
i cation. The superiority of our approach over TD-PSOLA
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Male voice Female voice
D f0 D + f0 D f0 D + f0

A1 3% 29% 5% 0% 50% 3%
A2 72% 39% 65% 81% 25% 78%
N 25% 32% 30% 19% 25% 19%

Male voice Female voice
D f0 D + f0 D f0 D + f0

B1 0% 3% 1% 16% 39% 22%
B2 70% 86% 74% 47% 47% 41%
N 30% 11% 25% 37% 14% 37%

Table 1. Upper table : preference test between TD-PSOLA
(A1) and ARX-LF (A2), N means no preference. Lower ta-
ble : preference test between HNM (B1) and ARX-LF (B2).
Results merged into three class : duration transformation (D),
f0 scaling (f0), duration and f0 modi cations (D+f0).

was expected for time stretching. The fact that it also outper-
forms the HNM can be explained by the ability of our method
to capture a larger amount of the deterministic part of the
speech signal than the HNM would do. For instance, in the
presence of jitter, the estimated maximum voicing frequency
can be very low even if the signal clearly exhibits a determin-
istic structure. This phenomenon does not appear so critical
with the LF-ARX model as it gives a reasonable source l-
ter decomposition even when the glottal closure instants are
irregularly spaced.

In the case of pitch modi cation, the ARX-LF model
compares favourably to the HNM, especially for the male
voice. This can be explained by the tonal noise present in
the HNM modi ed stimuli. Note that this problem of phase
coherence is attenuated for the female voice, which is con-
sistent with the works of Kim [9] who shows that the phase
coherence problem is more prominent when dealing with low
pitched speech signals. The results are more contrasted when
comparing our model to TD-PSOLA pitch modi cations. In-
deed, on one hand the pitch modi cation factors remain ac-
ceptable for TD-PSOLA algorithm. On the other hand, it
can be observed that our method sometimes causes a slight
degradation of the quality of the speech signal. More care-
ful inspection of the signal shows that the analysis can lead
to sudden change in the source- lter decomposition, in spite
of the tracking mechanism proposed in section 3.1. This ir-
regularity in the speech signal deconvolution process is not
annoying for resynthesis nor for time scale modi cation, but
tends to be problematic in the case of pitch modi cation as it
can locally alter the speech signal coherence.

6. CONCLUSION

In this paper, we have presented a new method for speech syn-
thesis and modi cation based on the ARX-LF model. This

model can handle transparent speech resynthesis and there-
fore can be seen as an interesting coder that can be used in
corpus based speech synthesis. Experiments have shown its
abilty to yield high quality prosodic modi cations, as it is su-
perior to both TD-PSOLA as well as HNM based modi ca-
tion schemes. We have also brie y illustrated the usefulness
of the ARX-LF model in voice quality modi cation. Future
works will be directed to the de nition of more coherent mod-
i cation schemes including pitch, voice quality and even tim-
bre modi cation.
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