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ABSTRACT

Speech signal is perturbed in real environments due to room

acoustics and noise sources. The speech wavefront is received by

a microphone array, which is used to determine the wavefront di-

rection of arrival (DOA). DOA estimates from several spatially sep-

arated arrays are used to locate the speaker. Array channels may

sometimes be corrupted by noise. In these cases, a DOA estimate

may differ from the actual direction of the speaker. Using such esti-

mates in localization could deteriorate the position estimate.

A criterion is presented for DOA exclusion. A subset of DOA es-

timates is chosen that minimizes this criterion. The method is numer-

ically shown to improve localization robustness. Recordings from a

real meeting room are studied.

Index Terms— Acoustic position measurement, Acoustic track-

ing, Delay estimation, Acoustic arrays, Reliability

1. INTRODUCTION

The goal of acoustic localization is to determine the position of a

sound source using measured audio signals. The applications of

acoustic localization range from large and medium scale outdoor

surveillance [1][2][3][4] to indoor speaker localization [5][6][7] used

in e.g. automated camera management [8]. Speaker localization is

also a basic part of smart meeting room infrastructure [9]. This work

focuses on single speaker localization in a real meeting room envi-

ronment with multiple microphone arrays.

Numerous methods exists for estimating the location of a sound

source in free space based on the observed signals and microphone

array geometry. Time delay estimation (TDE) between microphone

pairs is a popular method used in locating sound wavefront origin.

The source distance and array geometry determine whether the source

is in near field or far field. Near field methods measure the wavefront

curvature and locate the source directly from the time delays [6][7].

In far field, time delays can be used to calculate DOA of a sound

source instead of location, because the observed wavefront is ap-

proximated to be planar [10]. The intersection point of DOA mea-

surement lines from spatially separated arrays is the source location

[2][3]. However, it is not realistic to assume that the lines along the

estimated directions intersect in a single point in three dimensional

space. In practice, some localization criterion is minimized over the

space, e.g., the shortest distance from the observed direction lines to

the source [3] or angle deviation between measured directions and

array-to-source directions [4].

In this work, errors in array geometry, location, and orientation

are omitted. It is also assumed that the effects of possible source

movement during the time window required by DOA estimation are

insignificant. For simplicity, it is further assumed that channels in-

side an array and between the arrays are synchronized. The precision

of DOA-based localization is assumed to depend only on the accu-

racy of individual DOA estimates.

DOA-based localization assumes that there exists a line of sight

from each array to the source. If the arrays do not observe the same

sound source or the sound is reflected, the location estimate may

deteriorate. Without prior knowledge about the surroundings and

propagation conditions, these direction measurements are consid-

ered outliers [11].

To some extent, DOA reliability can be measured at individual

array level. A method exists to estimate the reliability of a TDE-

based DOA estimate. The method is based on the assumption that

the time delays are defined by a plane wave. If the estimates disagree

with this assumption, it can be argued that they are not produced by

a far field sound source [12]. It is worth pointing out that the ob-

served wavefront direction is not necessary the true source direction.

Detecting the difference at the array level may not be trivial.

Due to the reasons presented above, faulty DOA estimates should

be excluded before localization in order to avoid gross errors. The

exclusion method should be independent of the actual DOA estima-

tion procedure. This would make the method more suitable for het-

erogenous environments and multimodal sensors. In GPS and nav-

igation, receiver autonomous integrity monitoring (RAIM) is used

in fault detection and exclusion, based on overdetermined solutions.

Several criteria, such as Least-Squares-Residuals can be used as a

basis of observation exclusion [13]. In this work a distance-based

criterion for DOA exclusion is presented. The method utilizes the re-

dundancy of DOA measurements. An exclusion algorithm is tested

with simulated DOA data and real data using spatially separated ar-

rays in a real meeting room.

The outline of this work is as follows. Section 2 presents an

overview of the localization system. The distance-based criterion

and an exclusion algorithm are presented in Section 3. Section 4

discusses the experiments as listed next. A description of an existing

performance evaluation metric is given. Then simulations are used to

characterize the behavior of the exclusion algorithm compared to the

normal least squares approach. The section then presents real data

measurements. The results for the real data measurements are given

again for both methods. Section 5 discusses the presented DOA ex-

clusion method. A summary is given in Section 6.

2. LOCALIZATION SYSTEM

The baseline for the localization system used in this work was orig-

inally developed for the NIST Spring 2005 evaluation [14] and was

improved for the CLEAR 2006 evaluation [15]. A short system de-

scription is given here, details are presented in [15]. The localization

system is designed for locating a single speaker in a meeting room

environment with multiple microphone arrays. The system block
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Fig. 1. The speaker localization system block diagram. Speaker direction is measured based on time differences of arrival measurements at

each microphone array i ∈ 1, ..., N. The direction estimates k̂i are combined in the localization step using Algorithm 1.

diagram is given in Fig. 1.

First, time delays of the planar sound wave between microphones

inside each array i are estimated using a weighted cross-correlation

method GCC-PHAT [16]. Then for each array, a least squares (LS)

method is used to estimate a DOA vector k̂i utilizing the measured

time delays [10]. The DOA vectors ki are 3D Cartesian vectors

ki = [ki,x, ki,y, ki,z]
T where i ∈ 1, ..., N and N is the number of

arrays. The arrays are located at coordinates pi = [pi,x, pi,y, pi,z]
T.

Finally, a least squares method is used to combine the DOA esti-

mates to produce a source location estimate θ̂ [3]1

θ̂ = (NI(3) − K̂K̂T)−1A diag(I(N)), (1)

where K̂ = [k̂1, ..., k̂N], I(N) is an N×N identity matrix, and

A = [(I(3) − k̂1k̂
T
1)p1, ..., (I(3) − k̂Nk̂

T
N)pN]. (2)

Figure 2 illustrates the localization geometry.

3. DISTANCE-BASED DOA ESTIMATE EXCLUSION

The distance from DOA measurement line to the estimate can be

calculated. The distance di for each array i is [3]

di = ‖pi + Proj
k̂i

ki − θ̂‖, (3)

where Proj
k̂i

ki is defined as

Proj
k̂i

ki =
k̂i · ki

‖k̂i‖2
k̂i. (4)

The LS solution (1) minimizes the squares of the distances (3)

over all arrays. See Fig. 2. It is intuitive that the average sum of dis-

tances (3), where i ∈ 1, ..., N correlates with the error of the location
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Fig. 2. Localization with multiple microphone arrays at pi. The

distance between the measurement line and the location estimate θ̂

is termed distance criterion di.

1The weights of the DOA estimates used in [3] are omitted.

solution (1). This reasoning is used to exclude DOA estimates that

contribute highly to the distance and thus increase the localization

error.

The objective of the DOA exclusion method is to find a DOA

subset with the smallest average distance criterion. The minimum

subset size is set to three arrays to guarantee some redundancy, even

though two arrays is the minimum requirement for (1).

For each possible subset of three or more arrays Ωn calculate

the subset’s LS location estimate θ̂n using (1) and (2). Then assign

the subset an average distance criterion value, ADC(n):

ADC(n) =
1

|Ωn|

X
k∈Ωn

dk,n, (5)

where n is the subset index, n = 1, ...,
PN

s=3

`
N

s

´
, |Ωn| is the num-

ber of arrays in the subset n, and dk,n the distance criterion con-

tributed by the kth array in the subset n, see Eq. (3). Finally, choose

ADC location estimate θ̂ADC to be the LS location estimate θ̂ñ of

DOA subset ñ

ñ = argmin
n

ADC(n), θ̂ADC = θ̂ñ, (6)

that minimizes the average distance criterion. The presented method

can be regarded as a special case of observation subset testing. Typ-

ically a maximal subset with the smallest acceptable test statistics is

chosen with respect to a predefined threshold [13]. Here, the thresh-

old is omitted. The presented method is summarized in Algorithm 1.

4. EXPERIMENTS

4.1. Localization performance metrics

The localization performance is evaluated with two metrics, the miss

ratio and the average estimate error (AEE) [9]. A location estimate is

Algorithm 1: ADC method for Speaker localization

for n = 1 to #array combinations do
ADC(n)← 0;

θ̂n ← calculate the LS solution of set Ωn using (1);

for array k = 1 to |Ωn| do

kk ← (pk − θ̂n)/‖pk − θ̂n‖; (array-to-source vector)

k̂k ← retrieve DOA measurement from array k;

Proj
k̂k

kk ← calculate using (4);

dk,n ← calculate using (3);

ADC(n)← ADC(n) + dk,n ;

end

ADC(n)← ADC(n) / |Ωn|; (i.e. average distance)

end

Choose estimate θ̂ADC with minimum ADC(n), using (6);
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(a) Results for the localization miss ratio of the ADC method.
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(b) Results for the localization miss ratio of the LS method.

Fig. 3. Localization results in terms of miss ratio is given for the simulation data. The simulation geometry is described in Table 1. The x-axis

is the variance of Gaussian noise present in a single DOA estimate σ2. The y-axis is the probability that a single DOA is an outlier. It is noted

that the surface area under the same miss ratio is larger in the average distance criterion (ADC) method than in the least squares (LS) method.

See Subsection 4.2 for a detailed description of the results.

counted as a miss, if the distance of the estimate to the ground truth

position is more than 50 cm. Miss ratio therefore describes what is

the percentage of gross errors. AEE is calculated only for the non-

miss estimates. It is the average distance between an estimate and

the ground truth position. This metric describes estimate accuracy.

In the simulations the AEE results are omitted.

4.2. Simulations

Simulations are used to compare the localization performance of

the ADC (Algorithm 1) and LS (1) methods. The DOA estimates

are simulated with varying amounts of two different types of dis-

turbances. The simulation scenario consists of a continuous sound

source and five microphone arrays. The arrays are located on the

walls of a room of dimension 6 × 6 meters. The exact simulation

setup is described in Table 1. The simulations are performed in 2D

for simplicity. The DOA measurement model for each array is given

in polar coordinates (α, r):

αi(m) =

j
αi,θθθ +N (0, σ2) p > poutlier

U(0, 2π) p ≤ poutlier
, ri = 1; (7)

where m is a repetition number m = 1, ..., 50000, and αi,θθθ is the

ground truth direction at array i, and range ri is unity. The distur-

bances are i.i.d Gaussian noise with zero mean and variance σ2. The

probability poutlier determines how probable it is that a DOA esti-

mate is an outlier. An outlier is modeled as an uniformly distributed

random direction estimate. In the simulation the degree of distur-

bances was varied to find out the typical behavior of the methods.

The results for both methods are given in Fig. 3.

The ADC method used the same data set as the LS method. It is

seen from Fig. 3 that the advantage of the ADC method is clear when

the outlier probability increases. The miss ratio is better in the ADC

method when a certain amount of outliers are present in the direction

estimates. For example, if the outlier probability poutlier = 25 %

Table 1. Simulation geometry with the five microphone array loca-

tions p1, . . . ,p5 and the source location θ.
p1 p2 p3 p4 p5 θ

x-coordinate [m] 0 2 6 6 2 1.5

y-coordinate [m] 3 0 0 6 6 1.5

and Gaussian angle variance σ2 = 0.2 the ADC method has a miss

ratio of less than 30 % and the LS miss ratio is close to 60 %.

4.3. Real data measurements

The ADC and LS methods are tested with a data set used in the

CLEAR 2006 evaluation [9]. This database includes audio and video

data, and is labeled into training and evaluation sets with respective

durations of 3.6 and 3.2 hours. Note that the methods discussed in

this paper do not require training. The recordings were performed in

actual meeting room environments with a lecturer and an audience

present. The data was recorded at several sites. In this work, only the

data recorded at University of Karlsruhe is used. This data consists

of 157 and 120 minute training and evaluation sets, respectively.

The recording room dimensions are 5.9× 7.1× 3.0 meters.

Four microphone arrays are located on the walls of the room. Each

array consists of four microphones. The arrays include three mi-

crophones on a horizontal line spaced 20 cm apart. The fourth mi-

crophone is 30 cm above the center microphone. Recordings were

performed with a 44.1 kHz sampling rate with a resolution of 24

bits per sample. Other microphones and video cameras were also

present, but are not considered by the described system.

The ground truth data consists of the active speaker’s mouth co-

ordinates, given in 3D Cartesian coordinates with one second inter-

vals. If no speaker is active, no ground truth coordinates exists for

that time instant. These non-active time instants are omitted in the

performance scoring. For a complete description of the recordings

and evaluation metrics, see [9].

4.4. Real data results

The results are given in the metrics described in Subsection 4.1. The

results for average estimate error (AEE) and miss ratio are presented

in Fig. 4. In the results, only the evaluation data set was used. The

evaluation data set consists of 24 different recording sessions. The

average AEE scores for the LS and the ADC methods are 275 mm

and 263 mm, respectively. Similarly, the average miss ratios are

62 % and 48 %.

The relatively large improvement of 14 percentage units in the

average miss ratio and modest increase of 12 mm in the accuracy

give reason to assume that the errors in the DOA data consist of vari-

ance and outliers or false estimates due to echoes and other noise

sources. The results could be further improved by introducing a
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(b) Average miss ratios: LS 62 % and ADC 48 %

Fig. 4. Real data results for speaker localization. Results are given in average estimate error (AEE) [mm] and miss ratio [%] for each of the

24 recording segments. The average values of the Least Squares (LS) and Average Distance Criterion (ADC) methods are weighted averages.

The weights are obtained from the number of available ground truth data points.

Monte Carlo-based recursive Bayesian filter to track the location es-

timate [15], which is, however, outside of the scope of this paper.

5. DISCUSSION

The novelty of this work is the exclusion criterion and its appli-

cation in speaker localization. The method excludes DOA mea-

surements that contribute the most to the average distance criterion.

This improves the miss ratio. However, unnecessary removal of a

measurement increases the location estimate variance. The method

could be set to accept the maximal DOA measurement subset that

fulfills a threshold value of the criterion to counter the unneces-

sary exclusion of estimates. Additionally, the criterion could be

used as a test value of a more sophisticated method such as the

Iterative-Reweight-Estimation for fault detection and exclusion [13].

6. SUMMARY

This paper discusses a speaker localization system. The system is

based on directional measurements made at spatially separated mi-

crophone arrays. Speaker direction measurements are then com-

bined to locate the speaker. However, if the direction estimate is

an outlier, the location estimate can deteriorate. This work presents

a novel criterion that can be used as a basis of excluding direction

estimates. A method that chooses a subset with the smallest average

value of the criterion is presented. The method is tested with simula-

tions and real data measurements. The results show that the method

reduces the number of large localization errors.
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