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ABSTRACT
In this paper, we propose a novel approach to feature compensation
for robust speech recognition in noisy environments. We analyze the
statistics of the modeling error in the log Mel magnitude spectrum
domain, and model it as a Gaussian distribution. The mean and vari-
ance of the distribution are Gaussian functions of the SNR, which en-
ables us to use the SNR dependency of the modeling error efficiently.
The proposed feature compensation approach, which is based on the
interacting multiple model (IMM) technique, incorporates the statis-
tics of the modeling error and shows significant improvement in the
AURORA2 speech recognition task.

Index Terms— Feature compensation, robust speech recogni-
tion, modeling error statistics

1. INTRODUCTION

The performance of speech recognition systems drops dramatically
in the presence of background noise. One of the effective way to
cope with this performance degradation is the feature compensa-
tion technique in which noisy input speech features are compen-
sated before being decoded by the recognition models trained on
clean speech. Two main approaches to feature compensation include
stereo training data based approach [1] and speech corruption model
based approach [2]-[6]. In the former approach, the relation of the
clean speech, noise, and distorted speech is modeled by end-to-end
results, and the complex process of speech distortion does not mat-
ter in explicit manner. But there is a weakness to get the appropriate
stereo data, and it is not easy in the practical point of view. On the
other hand, in the latter approach, how the speech is distorted is mod-
eled by explicit expression, so the accurate model of the speech dis-
tortion should be established for the performance improvement. But
because there are some nuisance parameters that we cannot achieve
from the given noisy speech, such as the phase relationship between
the clean speech and the noise, it is difficult to treat the accurate
model.

One of the successful techniques for solving shortcomings of
these approaches is to use the phase information explicitly. In [2], a
deterministic approach was proposed, which is related to the nonlin-
ear spectral subtraction. On the other hand in [3] and [4], a statis-
tical model of the phase related modeling error was proposed in the
name of the ignorance model [3] or the phase-sensitive model [4].
In [3] and [4], the relationship among the log spectra of the clean
speech, noise, and noisy speech was described by not a conventional
deterministic function but a statistical model. The characteristics of
the modeling error was analyzed in the log Mel power spectrum do-
main, and applied to the MMSE estimator to achieve great improve-
ment. But to avoid the implementation complexity, these algorithms

ignored the dependency between the modeling error and the SNR,
which is needed for modeling the speech corruption more accurately.
Especially when we use the log Mel magnitude spectrum, which is
made by taking logarithm to the Mel filter banks of the magnitude
spectrum instead of the power spectrum, the relationship among the
clean speech, noise, and noisy speech features is more complicated
including the phase information, and the SNR dependency becomes
more important because the mean of the modeling error cannot be
assumed zero any more.

In this paper, we propose a new feature compensation technique,
called the interacting multiple model (IMM) with modeling error
statistics (IMM-MES) approach, in which the error of the speech
corruption model is statistically incorporated into the original IMM
algorithm [5],[6]. The IMM-MES algorithm makes an assumption
that the modeling error can be treated as a random variable with a
normal distribution whose mean and variance are well-approximated
by Gaussian functions of the signal-to-noise ratio (SNR). From a
number of speech recognition experiments on AURORA2 database
under the condition of clean training, we have been able to find
that the proposed approach improves the performance of the orig-
inal IMM technique.

2. MODELING ERROR STATISTICS

In this section, let us consider how to derive the speech corruption
model in the feature vector domain. Let X[k], N [k], and Z[k] de-
note the kth discrete Fourier transform (DFT) coefficients of the
clean speech, background noise and noisy speech, respectively. Then,
their relation is described as

Z[k] = X[k] + N [k]. (1)

It is noted that (1) is equivalent to the relation in the original wave-
form domain and is an exact model for speech corruption.

Our purpose is to express (1) in the feature vector domain. Here,
we will derive the speech corruption model in terms of the log Mel-
scale filter bank outputs which are widely applied for speech recog-
nition. If Z̃ represents the output of a Mel-scale filter, it can be
written by

Z̃ =
∑

k

Wk|Z[k]|

=
∑

k

Wk

(|X[k]|2 + |N [k]|2 + 2|X[k]||N [k]| cos θk

)1/2
(2)

where θk denotes the angel between the two complex numbers X[k]
and N [k], and Wk is the non-negative gain for the kth spectral com-
ponent. As shown in (2), each Mel-scale filter output is given as a
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linear combination of the spectral magnitudes. One may define the
Mel-scale filter output in a different way such as the weighted com-
bination of the squared spectral magnitudes. We can also define the
Mel-scale filter outputs corresponding to the clean speech and noise
in a similar way as follows:

X̃ =
∑

k

Wk|X[k]| , Ñ =
∑

k

Wk|N [k]|. (3)

It is important to show the relationship among these filter bank out-
puts. But (2) is too complicated to describe it, we use the following
indirect approach.

Since −1 ≤ cos θk ≤ 1, Z̃ is bounded such that∣∣∣∣
∑

k

Wk|X[k]| −
∑

k

Wk|N [k]|
∣∣∣∣

≤
∑

k

Wk

∣∣|X[k]| − |N [k]|∣∣
≤ Z̃

≤
∑

k

Wk

∣∣|X[k]| + |N [k]|∣∣

=

∣∣∣∣
∑

k

Wk|X[k]| +
∑

k

Wk|N [k]|
∣∣∣∣. (4)

Using (3), we can rewrite (4) as∣∣X̃ − Ñ
∣∣ ≤ Z̃ ≤ ∣∣X̃ + Ñ

∣∣. (5)

If we introduce a phase related variable Θ (−1 ≤ Θ ≤ 1), (5) can
be described in terms of a parametric function given by

Z̃ =
(
X̃2 + Ñ2 + 2X̃ÑΘ

)1/2

. (6)

Based on (6), the log spectral component of the noisy speech z is
obtained as follows:

z = log Z̃

= log[X̃ + Ñ ] + log

⎡
⎢⎣ X̃2 + Ñ2 + 2X̃ÑΘ(

X̃ + Ñ
)2

⎤
⎥⎦

1/2

= x + log[1 + exp(n − x)]

+ log

[
1 + Ω

exp(x − n)

(1 + exp(x − n))2

]1/2

(7)

where
Ω = 2(Θ − 1) (8)

and x and n are the corresponding log spectral components of the
clean speech and noise, respectively. The right hand side of (7) can
be separated into two parts such that

z = zc + zp (9)

with

zc = x + log[1 + exp(n − x)]

zp = log

[
1 + Ω

exp(x − n)

(1 + exp(x − n))2

]1/2

. (10)

If we are given the log spectra of the noise and clean speech, zc

is completely determined. In contrast, zp depends not only on x

and n but also on the phase related parameter Ω which is not di-
rectly available in the log spectral domain. Since our purpose is to
build a speech corruption model in the log spectral domain, zc can
be considered an approximated model with zp being treated as the
modeling error.

The difficulty of modeling lies on the fact that the modeling error
zp can not be obtained solely from x and n. In order to cope with
this problem, we employ a statistical model for zp. Let

ε(η, Ω) = −zp = − log

[
1 + Ω

exp(η)

(1 + exp(η))2

]1/2

(11)

where η = x − n. Then, we can find that ε(·, ·) is a function of
both the SNR η and the phase related variable Ω. For a given value
of η, we assume that ε(·, ·) is a random variable with a Gaussian
distribution such that

p(ε|η) = N (ε; με, Σε) (12)

in which με and Σε are the mean and variance, respectively. Because
the modeling error ε(·, ·) depends on the SNR, the parameters με

and Σε should also be given as functions of η. Since exp(η)/(1 +
exp(η))2 in (11) is a bell shape function which has the maximum
value at η = 0, με and Σε can be well approximated by Gaussian
functions with respect to η. From a number of simulations on arti-
ficial speech corruption with a variety of noise sources, we can find
that the Gaussian functions represent the modeling error distribution
well. Some of the results are in Fig. 1.

Now, we can describe με and Σε as follows:

με(η) = E[ε(η, Ω)|η] = α exp

(
− η2

2β

)

Σε(η) = var[ε(η, Ω)|η] = γ exp

(
−η2

2δ

)
(13)

where {α, β, γ, δ} are positive valued parameters that can be esti-
mated from a set of training data. If η is not a constant but a ran-
dom variable distributed according to a Gaussian probability density
function (pdf) with mean μη and variance Ση , we can further extend
(13) as follows:

μ̃ε = E[ε(η, Ω)|μη, Ση]

= α

(
β

β + Σ2
η

)
exp

(
− μ2

η

2(β + Ση)

)

Σ̃ε = var[ε(η, Ω)|μη, Ση]

= γ

(
δ

δ + Ση

)1/2

exp

(
− μ2

η

2(δ + Ση)

)

+ α2

(
β

β + 2Ση

)1/2

exp

(
− μ2

η

β + 2Ση

)

− α2

(
β

β + Ση

)
exp

(
− μ2

η

β + Ση

)
. (14)

Because not only the deterministic value of the noise but also the
statistics of it is estimated in the IMM algorithm, (14) will play an
important role to improve the feature compensation performance.

3. IMM WITH MODELING ERROR STATISTICS

In this section, we propose the IMM-MES technique to compensate
the noisy feature vectors. The proposed approach modifies the origi-
nal IMM algorithm [5],[6] with a more sophisticated speech corrup-
tion model. In the IMM-MES technique, the pdf of the clean speech
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is assumed to be a Gaussian mixture distribution given by

p(x) =

M∑
k=1

p(k)N (x;μμμk,ΣΣΣk) (15)

where x = [x1, x2, . . . , xD]′ is a log spectral vector of the clean
speech with the prime denoting the vector transpose. In (15), M
is the total number of mixture components and p(k), μμμk, and ΣΣΣk

represent the given weight, mean and covariance of the kth Gaussian,
respectively.

In order to make the nonlinear relationship among z, x and n,
which is shown in (7), a tractable one, the deterministic part zc for
each Mel-filter output is approximated by a piecewise linear model
given by

zc = x + log[1 + exp(n − x)]

≈ Akx + Bkn + Ck (16)

if x is assumed to have come from the kth mixture component. The
coefficients {Ak, Bk, Ck} are obtained by the statistical linear ap-
proximation (SLA) algorithm [7]. The evolving environment model
in conjunction with the piecewise linear observation model described
in (16) enables us to form a state space model for each mixture com-
ponent as follows:

n(t) = n(t − 1) + w(t)

z(t) = Akx(t) + Bkn(t) + Ck − ε(η(t), Ω(t)) (17)

where t represents a specific time index and w(t) is a zero-mean
white Gaussian process. In (17), the noise feature n(t) is treated as
the state variable, and it is assumed to be distributed according to a
Gaussian pdf N (n(t); μn(t), Σn(t)) with μn(t) and Σn(t) denot-
ing the mean and covariance at time t. For a detailed information of
the IMM algorithm, interested readers are referred to [5],[6].

The parameters {μn(t), Σn(t)} concerned with the background
noise are sequentially estimated by the IMM algorithm that consists
of four steps summarized in the following [5],[6]:

• Mixing step: the state estimates obtained from each cluster in
the previous time are combined together to produce a single
set of state estimates, which is provided to each Kalman filter
as an initial statistic.

• Kalman step: the conventional Kalman update is carried out
conditioned on the initial estimates computed from the Mix-
ing step.

• Probability computation step: the a posteriori probability as-
sociated with each cluster is updated.

• Output generation step: the state estimates are generated by
combining the estimates of all the clusters. In our case, this
step is the same to the Mixing step.

If we use the statistics of the modeling error, the Kalman and the
probability computation steps of the original IMM algorithm should
be modified. In the Kalman step, the innovation of the kth mixture
component at time t, e(t|k), is now computed as

e(t|k) = z(t) − μp
z(t|k)

= z(t) − Akμk − Bkμp
n(t|k) − Ck + E[ε(η(t), Ω(t))]

(18)

and further, its covariance as

Re(t|k) = BkΣp
n(t|k)B′

k + AkΣkA′
k

+ var[ε(η(t), Ω(t))] + 2cov[zc, ε(η(t), Ω(t))] (19)

where μp
n(t|k) and Σp

k(t|k) are respectively the mean and covari-
ance of the one-step-ahead predictive state estimate in the kth mix-
ture component at time t, and cov[zc, ε(η(t), Ω(t))] represents a
cross-covariance between zc and ε(·, ·). If we assume that x(t) and
n(t) are mutually uncorrelated random processes with distributions
given by

x(t) ∼ N (x(t); μk, Σk)

n(t) ∼ N (n(t); μp
n(t|k), Σp

n(t|k)), (20)

E[ε(η(t), Ω(t))] and var[ε(η(t), Ω(t))] can be derived from (14)
with μη = μk − μp

n(t|k) and Ση = Σk + Σp
n(t|k). In addition,

cov[zc, ε(η(t), Ω(t))] is ignored in this work due to its smaller abso-
lute value compared to other components. Based on (18) and (19),
the Kalman gain Kf (t|k) is obtained as follows:

Kf (t|k) = Σp
n(t|k)B′

kR−1
e (t|k). (21)

After the Kalman step, we conduct the probability calculation
step in which the posterior probability corresponding to each mixture
component is updated. Since the mixture component is assumed to
be independent of the previous observations, we have

p(k|Zt) =
p(z(t)|k,Zt−1)p(k)

p(z(t)|Zt−1)
(22)

where z(t) is a Dth order log spectral vector of the noisy speech at
time t and Zt denotes the feature vector sequence {z(1), z(2), . . .,
z(t)}. After estimating the parameters concerned with the back-
ground noise, the clean speech estimate is computed according to
the minimum-mean-square error (MMSE) criterion.

4. EXPERIMENTAL RESULTS

Performance of the IMM-MES algorithm was evaluated on the AU-
RORA2 database which consists of the TI-DIGITS data down-sampled
to 8 kHz [8]. The AURORA2 database is regarded as the clean
speech data and it has been artificially contaminated by adding the
noises recorded under several conditions. Three sets of speech database
were prepared for the recognition experiments. In test set A, the four
noises (subway, babble, car and exhibition hall) were added to the
clean data at SNR’s of 20 dB, 15 dB, 10 dB, 5 dB, 0 dB and -5 dB.
In test set B, another four different noises (restaurant, street, airport
and train station) were added to the clean data at the same SNR’s.
Finally in test set C, two of the noises from set A and set B (subway
and street) were added to the clean data and there also existed a chan-
nel mismatch. Results were presented as an average performance in
five SNR conditions from 20dB to 0dB.

Feature compensation was performed in the log spectral domain,
and the compensated log spectra were converted to the cepstral co-
efficients through discrete cosine transform (DCT). Before applying
the IMM-MES algorithm, the input signal was passed through the
signal bias removal (SBR) algorithm [9] for removing the possible
channel mismatch. In the IMM-MES algorithm, clean speech log
spectra were modeled by a mixture of 128 Gaussian distributions
with diagonal covariance matrices. In order to estimate the relevant
parameters for the statistics of modeling error {α, β, γ, δ} for each
Mel-filter output, we added randomly generated noises to the clean
speech waveforms and fitted the Gaussian curves to the sample mean
and variance using the steepest-descent algorithm [10]. Some of the
estimated parameters are shown in Table 1 and the fitted curves for
a log Mel-filter output are plotted in Fig. 1 in conjunction with the
corresponding empirical statistics. In Fig. 1, we can see that the
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Table 1. The estimated parameters for modeling error statistics of
the 5th and the 19th Mel-filter outputs.

α β γ δ

Low freq. (5th) 0.34 1.92 0.069 0.51

High freq. (19th) 0.32 2.04 0.024 0.75
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Fig. 1. Mean and variance values obtained with the fitted curve for
the 5th Mel-filter output.

mean and variance of the modeling error become larger as the SNR
approaches 0 dB. From the simulation results, we can conclude that
the Gaussian curve provides a close approximation.

The recognition results obtained from the AURORA2 task in
clean training condition are shown in Table 2 where the relative im-
provement represents an averaged word recognition error reduction
rate compared to the baseline over the SNR range from 20 dB to 0
dB. From the results, we can easily observe that the IMM-MES ap-
proach outperformed the conventional IMM algorithm which does
not consider the modeling error information.

5. CONCLUSIONS

In this paper, we have analyzed the statistics of the modeling er-
ror in the log Mel magnitude spectrum. Based on the analysis, we
have proposed a new feature compensation technique incorporated
with the statistical model of the modeling error. Proposed statisti-
cal model represents the modeling error characteristics of the SNR
dependency and we have found that the modeling error where the

Table 2. Word accuracies(%) over AURORA2 database for clean
training condition (Relative improvements(%) compared to the base-
line system).

set A set B set C Average

Baseline 61.34 55.75 66.14 60.06

IMM 81.09 81.59 77.57 80.59
(48.82)

IMM-MES 83.28 84.36 79.26 82.91
(55.41)

noise and the speech level are similar is not negligible. From a num-
ber of experiments, our approach have been shown to improve the
recognition performance efficiently.
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