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ABSTRACT
This work presents an acoustic model adaptation method for speaker
verification (SV) in environments with additive noise. In contrast
to traditional acoustic model adaptation techniques that adapt the
models parameters based on a model of the noise, acoustic model
enhancement (AME) belongs to a new scheme in which the mod-
els are adapted to the speech enhancement strategy. The theoretical
framework is presented for spectral subtraction (SS) as the enhance-
ment technique and GMM as the acoustic models. In order to study
the effect of additive noise only, a modified TIMIT dataset was used.
The experimental setup uses two types of noise: one with fixed spec-
trum that helps as a proof of concept, and another with time-varying
spectrum as a more realistic performance reference for AME. The
results for this latter type show that at 20 dB SNR, the equal er-
ror rate (EER) dropped from 17% to around 8.9% when the noisy
speech was enhanced with SS, whereas it further dropped to 8.1%
with AME.
Index Terms— Speaker recognition, robustness, speech enhance-

ment, model adaptation, acoustic model enhancement

1. INTRODUCTION

Secure applications such as electronic banking, e-commerce and ac-
cess control to restricted areas, where privacy and security of infor-
mation storage or transference are vital, have become a very impor-
tant topic in today’s daily life. The most common way of access
control is the use of passwords to restrict the access to unauthorized
users and to secure critical information; however, it is often not se-
cure enough because the passwords can be stolen, intercepted, or
even guessed by a clever program if not carefully chosen. On the
other hand, the biometrics can be used for user identification, verifi-
cation, and lately for generating keys for cryptosystems [1], with the
advantage that the user does not have to memorize the key nor store
it in a secret place.
Among all the biometrics, we will concentrate on speech, par-

ticularly in the speaker verification (SV) problem. Since speech in
real life applications is generally corrupted by noise, we are spe-
cially interested in SV in adverse conditions. Specifically, we will
examine the additive noise case, a condition often found when the
speaker is located in a public area or in a moving vehicle (neglecting
the Lombard effect).

∗The author acknowledges the support received from Tecnológico de
Monterrey, campus Monterrey, through grant number CAT009 to carry out
the research reported in this paper.

Approaches for tackling this problem are diverse; some of these
approaches directly process the signal in time, spectral or cepstral
domain, recovering the clean speech given the noise estimate [2, 3],
while others adapt the acoustic models to the noisy environment
[4, 5, 6, 7]. We refer to acoustic model enhancement (AME) as the
approach that automatically adapts the clean acoustic models to the
effects of the enhanced speech, in spectrum [8] or cepstrum [9] (the
cepstral subtraction method).

The algorithm proposed in this paper extends the idea shown in
[8], a technique for robust ASR using SS, to GMM-based (Gaussian
mixture model) text independent SV. SS was chosen as enhancement
technique and GMMs as speaker models because they have been
shown to be effective techniques [2, 10].

The organization of this document is as follows. Section 2 ex-
plains the speech enhancement algorithm as well as the correspond-
ing theoretical framework for AME. Section 3 complements the study
with an experimental analysis. Finally, in section 4, conclusions and
future work are discussed.

2. ENHANCEMENT

2.1. Enhancing speech with spectral subtraction

The idea behind SS is to obtain back the clean speech (X) by sub-
tracting an estimate of the noise spectrum (N̂ ≈ N) from the noisy
observation (Y):

Y = X + N. (1)

Although there are a number of sophisticated SS techniques derived
from [2], we study the Generalized Spectral Subtraction [11]:

D(Y) = Y − αN̂,

YD = max (D(Y), βY) . (2)

This SS scheme is, in essence, a floored subtraction of N̂ from Y,
where an overestimation factor α > 0 adjusts the amount subtracted
while 0 < β � 1 sets the floor level as a fraction of Y. Flooring
will occur more often in signals with low SNR (signal to noise ratio).

State of the art SS systems update N̂ in the frame by frame basis
with the help of a silence detector. In such a case, both the speech
and the speaker models would be enhanced every frame with the
corresponding latest noise estimate.

For spectral-based features, SS can be easily performed in an
intermediate step of the front-end stage of the noisy waveform (y).
In the particular case of MFCC (as shown in Fig. 1), a smoothed
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Fig. 1. MFCC (Mel-frequency cepstral coefficients) front-end stage.
Log spectral and cepstral domain are denoted with the superscripts �
and C, respectively.

version (Y) from the short-time spectrum (Ỹ) is first obtained from
a bank of triangular filters uniformly spaced in mel-scale; then the
MFCC feature is computed as a truncated cepstrum with a simple
linear transformation of the log-spectrum (Y�):

Y
� = lnY, (3)

y
C = C ·Y�, (4)

where log-spectral and cepstral domains are denoted with the su-
perscripts � and C, respectively, and C is a DCT (discrete cosine
transform) matrix.

Similarly, the noise estimate (N̂), calculated after the triangular
filters, is subtracted from (Y) as in Eqn. 2 to give YD, which is
later transformed to log-spectrum (Y�

D) and then to the SS-cepstral
feature (yC

D).

2.2. Enhanced acoustic models

In contrast to the traditional acoustic model adaptation techniques
that adapt the models parameters based on a model of the noise,
AME belongs to a new scheme in which the models are adapted to
the speech enhancement strategy.

Let λi(wi, μi,Σi) be the corresponding GMM for the i-th speaker.
The goal of AME is to find a transformation μ̂i = Tμ{μi} for which
the resulting enhanced model λ̂i(wi, μ̂i, Σi) resembles λ∗

i , where
λ∗

i is the model that matches the SS condition (a model trained with
yC

D). This section presents a way for finding such a transformation.

Consider a single speaker model λ (without confusion, the sub-
script i has been dropped) trained with clean speech cepstral features
(xC). The probability density function (PDF) of the GMM is:

fxC (x) =
X
m

wmN (x; μm,Σm);
X
m

wm = 1. (5)

First, the spectral domain is suitable for adapting the models to
the effect of SS since the noise studied here is additive in linear-
spectrum; therefore, the speaker models should be projected to this
domain.

The cepstral features (xC) can be projected back to log-spectral
domain by simply inverting the DCT:

X
� = C

−1
x
C. (6)

Consequently, the log-spectral features (X�) have the PDF:

f
X� (x) =

X
m

wmN (x;μ�
m,Σ�

m);
X
m

wm = 1; (7)

μ�
m = C

−1μm; Σ
�
m = C

−1
Σm(C−1)′.

At this point, we introduce a first simplification to Eqn. 7 by
approximating Σ�

m with a diagonal matrix, thus allowing us to treat
each dimension (i.e. Mel-frequency bin) independently. Further-
more, without loss of generality, let us consider a single dimensional

X�, with μ�
m as mean and σ2

m as variance of itsm-th mixture com-
ponent.
Then, while the log-spectrum (X�) distributes as a Gaussian

mixture, our simplified linear-spectrum (X) distributes as a log-normal
mixture:

fX(x) =
1

x
fX�(ln x), 0 < x < ∞,

=
X
m

wm

xσm

√
2π

e−(ln x−μ�

m
)2/(2σ2

m
), (8)

=
X
m

wmfX,m(x).

Next, in order to characterize the effects of SS, the first two mo-
ments of the enhanced speech YD are obtained as follows.

2.2.1. First moment of YD

Given fX(x), the expression for the PDF of the linear-spectrum of
clean features (Eqn. 8), let us find the effect in this distribution
caused by the addition of noise followed by SS (Eqn. 2). Let us
further reduce our notation and consider only them-th mixture com-
ponent:

hX(x) ≡ fX,m(x), (9)

hY (y) = hX(y − N̂), (10)

E(YD) =

Z
∞

a

(y − αN̂)hY (y)dy

+

Z a

−∞

β y hY (y)dy, (11)

where a ≡ αN̂
1−β
.

Equation 11 can be expressed in terms of E(X) as follows:

E(YD) = E(X) + (1− α + αA)N̂ + (β − 1)B, (12)

A ≡ HY (a); B ≡
Z a

−∞

yhY (y)dy,

where HY (y) is the cumulative distribution function (CDF) of Y.
After grouping terms, Eqn. 12 can be rewritten as:

E(YD) = E(X) + δm, (13)

δm ≡ (1− α + αA)N̂ + (β − 1)B, (14)

which is a simple mean shift.
Let us analyze Eqn. 2 and Eqn. 12 for the extreme cases: when

α = 0, we have a naive model adaptation and no SS at all; on the
other hand, when α = 1 and β = 0, we have a naive SS and no
model adaptation at all. Therefore, the terms A and B indeed ac-
count for the non-linear distortion caused by the flooring in SS as it
was defined in Eqn. 2.

2.2.2. Second moment of YD

A second simplification is introduced by approximating the variance
of YD by the variance of X, therefore obtaining an expression for
the second moment for YD:

E(Y 2
D) ≈ E(X2)− E(X)2 + (E(X) + δm)2. (15)

Although it is clear from Eqn. 9 that neither Y nor YD has a
log-normal distribution, a third simplification is used to make the
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problem tractable by fitting YD into a log-normal distribution with
mean E(YD) and variance E(Y 2

D) − E(YD)2. This way, the corre-
sponding statistics of the log-spectrum Y �

D = ln(YD) are:

σ̂2 = ln
ˆ
V ar(X) + E(YD)2

˜− 2 ln [E(YD)] , (16)

μ̂� = ln [E(YD)]− σ̂2/2, (17)

where μ̂� is the newmean and σ̂2 is the new variance in log-spectrum
domain for a fixed dimension in the m-th mixture component of a
given speaker GMM.
Finally, the resulting transformation for mean in cepstral domain

is:

Tμ{μ} =μ̂ = Cμ̂�. (18)

3. EXPERIMENTS

These experiments were performed to explore the effect of speech
enhancement (SS) and AME in the text-independent SV task. The
SV paradigm followed is explained in subsection 3.1; the modified
TIMIT is explained in section 3.2; the experimental conditions ex-
plored are presented in subsection 3.3; finally, the results are pre-
sented and discussed in subsection 3.4.

3.1. Speaker verification framework

The SV framework is essentially a statistical hypothesis test. The
null hypothesis (H0) denotes the hypothesis to accept the observa-
tion as being produced by the target speaker, while the alternative
hypothesis (H1) rejects it. Each trial consists of a speech segment
and a claimed identity. The log likelihood ratio (LLR) is used to de-
termine a score (θ). The greater the score, the more likely the trial is
indeed a legitimate target trial.

θ = ln
f0,Y (y)

f1,Y (y)
; θ

accept
≥
<

reject

τ. (19)

The value of the threshold (τ ) is selected to minimize the ex-
pected cost for each type of error (I and II), which is application
dependent. In our analysis, we consider the EER (equal error rate)
as the performance measure.
ForH0, the acoustic model for each target speaker is a Gaussian

mixture with 64 components. On the other hand, the corresponding
impostor model (for H1) is meant to provide a contrast capable of
distinguishing those speakers that are easily confused with the target.
Although properly trained speaker-dependent impostor models are
suitable, for the purpose of testing our model adaptation technique
under a generic setup, a speaker-independent impostor model is used
with a single Gaussian mixture with 64 components UBM (universal
background model), trained with the entire enrollment set (no actual
impostor data was used in this training).
The feature set used consists of 18MFCC plus the 0-th cepstral

coefficient and their corresponding Δ appended; thus forming a 38
dimensional vector.

3.2. Data set

We used a text-independent SV system with TIMIT as our data set.
Since in NIST evaluations data sets [12] it is not possible to isolate
the effect of SS, we use a modified text-independent SV TIMIT as
data set. As it is traditionally done in SV NIST evaluations, our SV

system is also gender dependent (a reasonable assumption because
any claimed identity can easily have gender attribute); for a total of
326 male and 136 female target speakers.

All “sa” utterances from TIMIT were ignored to avoid acoustic
bias; and for every speaker, two randomly selected utterances were
moved from the training set (enrollment) to the testing set (verifi-
cation), inducing this way target trials; while the entire testing set
was used for impostor trials since it was recorded from a different
speaker set. In total, each putative speaker has 2 target trials and 20
impostor trials. Each trial is on average 2.5 s long, and each speaker
model was trained with an average of 7.8 s of active speech.

3.3. Acoustic conditions

For the purpose of studying the effectiveness of the algorithm pre-
sented, two types of acoustic conditions are considered: type A and
B. Type A artificially adds synthetic noise directly to the spectrum,
serving as a proof of concept and a measure of AME’s potential
(these conditions are enumerated with Roman numbers: ACI-V).
Type B artificially adds a white noise sequence (from NOISEX-92)
to the speech waveform (these conditions are enumerated with Ara-
bic numbers: AC1-5).

On the one hand, type A conditions (ACI-V) synthetically add
a noise with known and fixed spectrum: NA, nevertheless, if we
knew what the noise spectrum was, one would always achieve per-
fect enhancement by a naive subtraction. Yet in these experiments,
the known noise NA was blindly treated as a simple estimate (N̂),
therefore the non-linear effects (spectral flooring) due to SS are in-
deed present. For this case, the value of N̂ was obtained from the
average spectrum of a Gaussian white noise sequence.

On the other hand, the conditions type B (AC1-5) add a white
noise signal with an unknown time-varying spectrum NB . The N̂

was conservatively estimated as the average spectrum from one sec-
ond of silence before and after the utterance.

A summary of the notation used for all the conditions explored
is shown in Table 1. Notice that the conditions ACV and AC5 cor-
respond to the proposed AME algorithm, where the clean speaker
models have been adapted to work with the speech enhancement
technique (SS).
The parameter α, as shown in Eqn. 2, adjusts the performance

trade-off between distortion due to spectral flooring (controlled by
β) and noise under-subtraction. The values forα and β are a function
of the noise estimate and the data, thus they are to be determined
empirically from a development set. A reasonable value for β is 0.1,
and a conservative value for α is 1.0.

3.4. Results

The experimental results for the conditions type A (ACI-V) are shown
in Table 2. These experiments help as a proof of concept, and repre-
sent a performance upper-bound for AME because the noise estimate
is perfect. The results for conditions type B (AC1-5) are shown in
Table 3. These experiments represent a performance lower-bound
for AME because the SS and the noise estimate were done in a con-
servative way.

First, the results from AC0, ACI and AC1 show that the clean
models are very sensitive to the presence of even a small amount of
noise in the verification utterance. For example, the EER increased
from 1.8% in AC0 (clean) to 11% for ACI and to 10% for AC1 at
25 dB SNR for female subjects. Although the noise type B is time-
variant and the type A is fixed, both conditions showed comparable
degradation.
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Condition Enroll Verify
AC0 cln cln
ACI cln cln+NA

ACII cln ss(cln+NA)
ACIII cln+NA cln+NA

ACIV ss(cln+NA) ss(cln+NA)
ACV cln∗ ss(cln+NA)
AC1 cln cln+NB

AC2 cln ss(cln+NB )
AC3 cln+NB cln+NB

AC4 ss(cln+NB ) ss(cln+NB )
AC5 cln∗ ss(cln+NB )

Table 1. Acoustic conditions, where “cln” denotes clean speech,
“NA” denotes white noise type A with known and fixed spectrum
and “NB” denotes white noise with unknown time-varying spec-
trum. The star in “cln∗” means that the clean models were adapted
with the proposed AME algorithm.

Gender Condition 5dB 10dB 15dB 20dB 25dB clean

Female

ACI 47.0 42.0 31.0 18.0 11.0 1.8

ACII 10.0 4.4 2.2 1.8 1.8 -
ACIII 5.1 4.8 3.7 3.3 2.2 -
ACIV 2.2 2.6 2.1 2.2 1.9 -
ACV 6.2 3.3 1.9 1.8 1.8 -

Male

ACI 47.0 41.0 30.0 19.0 10.0 1.2

ACII 9.2 4.5 1.8 1.4 1.2 -
ACIII 5.8 5.1 4.1 3.4 2.5 -
ACIV 3.6 2.6 1.9 1.8 1.4 -
ACV 4.6 2.6 1.7 1.5 1.4 -

Table 2. EER for the acoustic conditions type A. AC0 (clean condi-
tion) is shown on the right-most column of ACI.

Second, the comparison of ACI with ACII and AC1 with AC2
shows how effective the SS was in making the verification noisy
speech match the clean models. The distortion induced by the spec-
tral flooring (a hard lower clipping) was softened by the cepstral
truncation (18 coefficients in this case). For both types of noise (A
and B), the SS improved the EER. The type A case outperformed
type B because of the time-variance of NB and its fixed estimate
(N̂).

Third, although ACIII, ACIV, AC3 and AC4 are unfeasible sce-
narios (it would require having a model for every noise condition),
they provide a reference to what conventional noise adaptation and
the proposed AME could each achieve. For most noise levels, ACIV
and AC4 (SS-matched) outperformed ACIII and AC3 (noise-matched),
which is a sign of AME’s potential.
Finally, the results for the proposed algorithm (AME) are shown

in ACV and AC5. With respect to no adaptation at all (ACII and
AC2), AME improves the EER for every noise level type A, while it
moderately does for the noise type B case, where as the SNR drops,
also does the effectiveness of AME because N̂ becomes a poor esti-
mate.

4. CONCLUSIONS AND FUTUREWORK

The AME method was presented and shown to be effective in re-
ducing the EER, particularly at high SNRs for noise type A (easily
estimated) and at low SNRs for noise type B (poorly estimated). This
new method adapts the means of the GMM-based speaker models to
match the effect of SS, which was chosen as the speech enhance-
ment strategy. A text-independent SV system with relatively short
verification utterances (2.5 s long) was used for testing purpose.
For noise type A, at 5 dB SNR, the EER dropped from 47% to

Gender Condition 5dB 10dB 15dB 20dB 25dB clean

Female

AC1 47.0 41.0 28.0 17.0 10.0 1.8

AC2 43.0 35.0 21.0 8.9 4.4 -
AC3 14.0 9.9 7.0 5.2 3.7 -
AC4 15.0 9.7 6.2 5.2 3.3 -
AC5 43.0 35.0 21.0 8.1 4.1 -

Male

AC1 46.0 39.0 29.0 18.0 9.6 1.2

AC2 40.0 30.0 18.0 8.6 4.1 -
AC3 15.0 10.0 6.4 4.7 3.2 -
AC4 15.0 9.1 6.0 3.7 2.5 -
AC5 40.0 30.0 17.0 7.8 3.6 -

Table 3. EER for the acoustic conditions type B. AC0 (clean condi-
tion) is shown on the right-most column of AC1.

around 10% when the noisy speech was enhanced with SS, whereas
it further dropped to around 5%when the AMEwas added. For noise
type B, at 20 dB SNR, the EER dropped from 17% to 8.9% after SS,
and it was further reduced to 8.1% with AME.
The results also suggest that the three simplifications taken in

the AME theoretical framework kept the problem tractable and pre-
served an acceptable level of performance. Future work includes the
incorporation of an improved frame-by-frame noise estimator, the
adaptation of the variances, and the use of a larger data set.
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