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ABSTRACT

We present an application of unsupervised language model (LM)
adaptation to meeting recognition, in a scenario where sequences
of multiparty meetings on related topics are to be recognized, but
no prior in-domain data for LM training is available. The recog-
nizer LMs are adapted according to the recognition output on tem-
porally preceding meetings, either in speaker-dependent or speaker-
independent mode. Model adaptation is carried out by interpolating
the n-gram probabilities of a large generic LM with those of a small
LM estimated from the adaptation data, and minimizing perplexity
on the automatic transcripts of a separate meeting set, also previously
recognized. The adapted LMs yield about 5-9% relative reduction in
word error compared to the baseline. This improvement is about
half of what can be achieved with supervised adaptation, i.e., using
human-generated speech transcripts.

Index Terms— speechprocessing, language modeling, meeting
recognition, unsupervised adaptation

1. INTRODUCTION

One promising application of automatic speech recognition (ASR) is
the automatic recognition (and eventually, understanding) of meet-
ings. In many organizations, staff spend many hours each week in
meetings; consequently, automatic means of transcribing, indexing,
and summarizing meetings would greatly increase productivity of
both meeting participants and non-participants. The annual NIST
meeting recognition evaluations have become a driving force for re-
search in meeting transcription technology, with substantial perfor-
mance improvements in recent years [1]. In order to promote robust-
ness and domain-independence, the NIST evaluations cover a range
of meeting genres and topics, from largely open-ended, interactive
chit-chat, to topic-focused project meetings, to technical seminars
dominated by lecture-style presentations.

In real-life applications, meetings are often highly specialized
in that they are concerned with technical topics or the speci cs of
the organization they occur in. Consequently, one cannot hope to
have a recognition system that is well-matched to the topic or inter-
action style at hand. On the plus side, however, most meetings have
a signi cant history of prior meetings on the same or related top-
ics, and using similar settings and re-occurring speakers. This sug-
gests that meeting recognition (in real-life settings) presents an ideal
task for unsupervised adaptation of the recognition system. Adapta-
tion is unsupervisedbecausewe assume that human annotation (e.g.,
transcription) of past meetings is not feasible or cost-effective, and
therefore the recognition system has to rely only on its own output
and available side information (such as speaker identities).

In this paper we focus on LM adaptation in a state-of-the-art
meeting recognition system, using data from the CALO Meeting

Assistant (CALO-MA) project. CALO-MA is an automatic agent
that assists meeting participants, and is part of the larger CALO [2]
effort to build a “Cognitive Assistant that Learns and Organizes” un-
der DARPA’s “Perceptive Assistant that Learns” (PAL) program [3].
The focus of CALO in general is “learning in the wild”, or continu-
ous improvement of the system’s abilities as a result of system use.
This agenda ts nicely into our goal of recognizer robustness via un-
supervised adaptation. As described below, the CALO task provides
meeting data that has properties that are consistent with adaptation
over time, and allows us to study adaptation with varying granular-
ity, i.e., to the general domain, to the topic, or to the speakers in
question.

2. RECOGNITION SYSTEM

The baseline system for all our experiments is the meeting recog-
nition system jointly developed by ICSI and SRI for the NIST RT-
05S meeting recognition evaluation [4]. This system and its variants
have shown state-of-the-art performance in the 2004, 2005, and 2006
NIST evaluations.

The recognizer performs a total of 7 decoding passes with alter-
nating acoustic front-ends: one based on MFCCs augmented with
discriminatively estimated multilayer-perceptron (MLP) features,
and one based on PLP features. Acoustic models are cross-adapted
during recognition to output from previous recognition stages, and
the output of the three nal decoding steps is combined via confu-
sion networks. The speaker-independent acoustic models were rst
trained on about 2300 hours of telephone conversations using the
minimum phone error criterion, and then MMI-MAP-adapted to 104
hours of meeting speech from a variety of sources. The feature MLPs
were also rst trained on telephone speech and then adapted to meet-
ing speech.

To limit the scope of our study, we only investigate across-
meeting adaptation of the language model in this paper. (Acoustic
models are adapted to speakers within meetings as described above,
but not across meetings.) The recognizer usesKneser-Ney-smoothed
bigram, trigram, and 4-gram LMs at various stages of decoding. The
baseline LMs are constructed by static interpolation of models from
different sources, including (non-CALO) meeting transcripts, top-
ical telephone conversations, web data, and news; details can be
found in [5]. When adapting the LMs using the strategies described
below, all versions of the LM used in the recognition system (bigram,
trigram, 4-gram) were adapted similarly.

3. PRIOR WORK

Adaptation methods were rst proposed and are now extensively
used for acoustic models. Two very popular approaches are max-
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imum likelihood linear regression (MLLR) [6] and maximum a-
posteriori (MAP) adaptation [7]. In MAP adaptation, a new model
�� is computed such that

�� � argmax
�

�f�W j�� � g����

where f�W j�� is the discrete density function of W and g��� is
the prior distribution, which is typically modeled using a Dirichlet
density [7].

For LM adaptation two popular approaches are model interpo-
lation and count mixing. In model interpolation, an out-of-domain
model �OOD is interpolated with an in-domain model �ID to form
an adapted model ��:

P���wijhi��� � �P�OOD�wijhi� 	 �
 � ��P�ID�wijhi� (1)

where P��wijhi� is the probability of the current word wi given the
history of n� 
 words, hi , in an n-gram LM �. � is a weight con-
trolling the in uence of the out-of-domain data on the nal model
and is usually optimized on a development set.

Another approach to LM adaptation is count mixing, where the
n-gram counts from all sources are summed, often after applying a
source-speci c weights. Bacchiani and Roark have shown that both
approaches are actually equivalent, and are furthermore equivalent
to MAP adaptation with a different parameterization of the prior dis-
tribution [8]. They reported positive results using unsupervised LM
adaptation in a voicemail recognition system.

Kneser et al. have proposed using dynamic marginals for model
adaptation [9]. The idea is to adjust the n-gram weights so that the
unigram marginals of the adapted n-gram matches the unigram dis-
tribution of the adaptation data.

Gretter and Riccardi have exploited word con dences obtained
from word confusion networks during unsupervised LM adapta-
tion [10]. Hakkani-Tür et al. have employed unsupervised LM
adaptation for new call center spoken dialog applications [11]. One
difference in their approach is that they effectively set � � � so
as to make the new model small enough for a sub-real-time ASR
system. Previous work on conversational telephone speech recogni-
tion showed small gains with unsupervisedLM adaptation to Switch-
board recognition output even at fairly high error rates [12].

A research area related to unsupervised LM adaptation deals
with strategies for selecting adaptation data. Some notable studies
addressing this issue include [13, 14]. An extensive survey of LM
adaptation research can be found in [15].

4. ADAPTATION APPROACH

In CALO-MA, our goal is to improve ASR performance using au-
dio data from previous meetings. Since no manual transcriptions are
available, we use the automatic transcriptions of these meetings to
build the in-domain LM, and adapt the generic model using an inter-
polation approach as in (1).

Recognition is of ine, allowing us to estimate the optimal adap-
tation weight � on a held-out set. The only problematic issue is that,
unlike in most prior work, no manual transcriptions are available for
estimating �. Instead, we again use the ASR output for the held-out
set. This is similar to previous work by Niesler and Willett [16].
Below we report experiments showing that using errorful transcripts
for estimating � carries only a negligible penalty compared to using
manual transcripts.

Table 1. Statistics of meeting sequences used in the experiments.
Sequence # words # speakers # meetings

1 4895 4 5
2 3970 3 5
3 5318 4 3
4 1427 3 2
5 1653 3 5
6 3927 4 5
7 5948 4 5
8 4998 4 5

The estimation of � is carried out by maximizing the log proba-
bility of the held-out data according to the LM:

�� � argmin
�

LP � � argmin
�

X

i

log P �wijhi� �� (2)

wherewi is the ith word in the held-out set and hi its n-gram history,
i � 
� � � � � k, and P ��� is computed as in (1). This is equivalent to
minimizing the LM perplexity PP� on the held-out set, since

PP� � e
�

�

k
LP � (3)

where k is the number of tokens in the text set. The optimization
of � is carried out by an expectation-maximization algorithm, and
typically converges in a dozen or so iterations.

The steps involved in our adaptation experiments are:

1. Using the out-of-domain generic model �OOD to recog-
nize the in-domain data to obtain the automatic transcripts
�Wadapt, and the held-out set to obtain �WHO .

2. Using �Wadapt build a model �ID.

3. Interpolate �OOD and �ID to obtain ��. Use the interpolation
weight � that maximizes the log probability of �WHO .

As we receive more data to recognize, �Wadapt is enlarged and
the above steps are repeated. This can be done using the original
model as �OOD , or the model resulting from the most recent adapta-
tion step. In the next section, we compare the effectiveness of these
two approaches.

All LMs are built using modi ed Kneser-Ney smoothing [17,
18] using the SRILM [19] toolkit. The adapted LMs were
constructed using the static n-gram interpolation functionality in
SRILM, merging the n-grams of the baseline and the in-domain LMs
into a single new backoff LM, and assigning them interpolated con-
ditional probabilities.

5. EXPERIMENTS AND RESULTS

5.1. Meetings Data

For the CALO-MA project, SRI collected 8 sequences of meetings,
each with up to 5 meetings, totaling 35 meetings with 32,136 words.
There are 10 speakers in total, with the same speakers (with some
exceptions) occurring throughout a meeting sequence, but also re-
occurring across sequences. Each sequence contains meetings on a
coherent topic (such as hiring new staff). Some statistics describing
the meeting sequences are given in Table 1.

In the remainder of this section we report on three sets of LM
adaptation experiments: across-sequence (where data from the pre-
vious sequences are used for adaptation), within-sequence (where
data from meetings in a sequence are used for adaptation), and
within-speaker adaptation.
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Table 2. Perplexities using unsupervised and supervised adaptation
methods and interpolation weight training.

LM Training Weight Estimation Perplexity

Baseline n/a 101.7
Unsupervised Unsupervised 93.1
Unsupervised Supervised 91.9
Supervised Unsupervised 85.7
Supervised Supervised 85.6

Table 3. Across-meeting-sequence adaptation experiments using
unsupervised (with only ASR output) and supervised (with manual
transcriptions) LM adaptation.

Model WER

Baseline 16.2%
Unsupervised 15.3%
Supervised 14.4%

Unsupervised4 15.4%
Supervised4 14.0%

Unsupervised+4 15.5%
Supervised+4 14.3%

5.2. Across-Sequence Adaptation

We performed across-sequence adaptation using sequences 1 and 2
for training, sequences 5 and 6 for tuning, and sequences 7 and 8
for testing. (Sequences 3 and 4 were set aside for a follow-on ex-
periment, described below.) The baseline performance is obtained
using the generic LM. To evaluate the effect of the errors introduced
by ASR output, we also ran a control experiment in which the LM
was adapted using the manual transcriptions, instead of the ASR out-
put. However, to keep the results as comparable as possible, no new
words were added to the recognizer vocabulary.1

Table 2 presents perplexities of all models on the manual tran-
scriptions of the test set. Where applicable,we compared the adapted
models with interpolation weights estimated using both manual (su-
pervised) and automatic (unsupervised) transcriptions of the held-
out set. The results show that, for supervised adaptation, this dis-
tinction did not matter at all. For unsupervised learning, perplexity
increased only slightly when estimating the interpolation weight on
ASR transcripts. Both results con rm that adaptation weight estima-
tion is robust to ASR errors.

Table 3 presents our ASR results. Unsupervised adaptation
reduced the word error rate (WER) signi cantly2 from 16.2% to
15.3%. With supervised adaptation, WER dropped to 14.4%. The
relative WER reductions are 5.5% and 11.1%, respectively.

Next, we used sequences 3 and 4 in two ways, either by com-
bining them with sequences 1 and 2 (“Supervised4” and “Unsu-
pervised4”), or to test incremental adaptation, that is, to adapt the
model that was already adapted to sequences 1 and 2 (giving “Su-
pervised+4” and “Unsupervised+4”). While the performance does
not change signi cantly for either unsupervised or supervised adap-
tation, pooling all the data performed the best for supervised adapta-
tion.

1Unsupervised adaptation by de nition does not modify the vocabulary
since the adaptation data can only contain in-vocabulary words.

2Using a matched-pair sign test with p � ������.

Table 4. Within-meeting-sequence adaptation experiments using su-
pervised and unsupervised LM adaptation.

Model WER

Baseline 28.6%
Unsupervised 27.1%
Supervised 25.2%

Table 5. Speaker adaptation experiments using supervised and un-
supervised LM adaptation.

Model WER

Baseline 15.0%
Unsupervised 13.9%
Supervised 12.2%

5.3. Within-Sequence Adaptation

CALO-MA meetings are set up to discuss a given topic with a spe-
ci c agenda and action items, although several sequences are similar
in terms of their topics. The meetings are therefore modeled on the
kinds of meetings that would take place in real-life organizations,
with threads of recurring topics running through several meetings.
This motivates the second set of adaptation experiments, where we
used only the rst three meetings in a given sequence for adaptation,
the fourth meeting for weight estimation, and the last meeting for
testing. Each test meeting is then recognized using its own special-
ized LM. Sequences 3 and 4 were excluded from this experiment
since they lacked the requisite number of meetings.

Table 4 presents the WERs aggregated over all sequences. Sim-
ilar to the previous experiment, we achieved signi cant WER reduc-
tions. In relative terms, the error reductions were almost identical to
the across-meeting results: 5.2% using unsupervised adaptation and
11.9% using supervised adaptation. (The absolute error rates differ
due to the different choice of test set.) We also noted that ASR ac-
curacy improved for each individual meeting sequence, not just in
overall terms.

5.4. Within-Speaker Adaptation

The next set of experiments explores adaptation to the data of each
individual speaker across meetings, for those speakers who partic-
ipated in more than one meeting. Similar to the within-sequence
adaptation experiments, instead of using a separate adapted LM for
each sequence, we used a separate adapted LM for each speaker. In
this mode, we give the LM an opportunity to capture speakers’ id-
iosyncratic speaking styles, rather than (just) domain or topic char-
acteristics. In this mode, it is also possible that the LM adapts to
subjects that are typically covered by a speaker’s meeting contribu-
tions (such as when a speaker is an expert for a particular topic).
Note that, unlike the way of ine acoustic speaker adaptation is usu-
ally carried out, the adaptation data consists only of data that (tem-
porally) precedes the data being recognized, and excludes the test
data.

Table 5 presents our results, in terms of aggregate WERs across
all speakers. Word error rate again dropped signi cantly: 7.3% rel-
ative using unsupervised adaptation and 18.7% relative using super-
vised adaptation.
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Table 6. Comparing different adaptation methods for supervised and
unsupervised LM adaptation. ”# Words”indicate the amount of data
used for adaptation.

Within-Sequence Across-Sequence Speaker

# Words 2,824 15,610 9,640
Baseline 15.8% 15.8% 15.8%
Unsupervised 14.3% 14.3% 14.3%
Supervised 12.1% 13.4% 14.3%

5.5. Comparing Adaptation Methods

The previous experiments raise the question which adaptation strat-
egy might be optimal for the given task. While one could explore
combined strategies, here we simply performed a side-by-side com-
parison using a common test set, consisting of the last meeting of
Sequence 8. This meeting comprises 841 words. Table 6 presents
the amount of data used for adaptation and the results using within-
sequence, across-sequence, and within-speaker adaptation, in both
supervised and unsupervised modes.

Similar to previous experiments, the WER was reduced by
8.3%-9.6% relative using unsupervised adaptation, and 9.6%-22.4%
relative using supervised adaptation. When manually transcribed
data is available, within-sequence adaptation outperforms the others,
even though it uses the smallest amount of data. Across-sequence
adaptation performed the worst, although it exploited the largest
amount of data for adaptation. This seems to indicate that at least
in this domain, speci city of the adaptation data is more important
than quantity. However, when we compare unsupervised adaptation
results, we see a somewhat different pattern, without signi cant dif-
ferences between the three methods.

6. CONCLUSIONS

We have presented experimental results using unsupervised adapta-
tion of LMs for the recognition of agenda-driven meetings with tem-
poral structure across meetings. Different ways to select adaptation
data were investigated, including across-meetings, within-sequence,
and within-speaker. We obtained signi cant error rate reductions
of between 5% and 9%, using LMs adapted by interpolation of the
generic LM with LMs constructed from automatic ASR output. All
data selection modes gave similar results (although larger test cor-
pora might yet show signi cant differences between these strate-
gies). The improvements seen are generally about half of what could
be achieved with supervised adaptation (to human transcripts) using
the same data.

In future work, we plan to investigate the use of word con dence
estimates and lattice hypotheses to gain more leverage from errorful
ASR hypotheses in adaptation. Furthermore, LMs could be adapted
to both prior ASR output and written documents (such as agendas,
emails, or Web data) related to a target meeting.
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