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ABSTRACT

We consider sigma-delta quantization of Cyclic Geometri-
cally Uniform (CGU) nites frames, family of frames con-
taining nite harmonic frames (both in CM and RM ). For
rst- and second-order sigma-delta quantizers, we establish

that the reconstructionminimum squares error (MSE) behaves
as 1
r2

where r denotes the frame redundancy. This result is
shown to be true both under the quantization model used in
[1, 2] as well as under the widely used additive white quanti-
zation noise assumption. For the widely used L-th order noise
shaping lter G(z) = (1− z−1)L, we show that the MSE be-
haves as 1

r2
irrespectively of the lter order L. More impor-

tantly, we prove also that in the case of tight and normalized
CGU frame, when the frame length is too large compared to
the lter order, the reconstruction MSE can decay as faster as
O( 1
r2L+1 ).

Index Terms— Sigma-Delta quantization, Overcomplete
representations , CGU frames.

1. INTRODUCTION

Sigma-Delta (SD) quantization of overcomplete representa-
tions, rst described in [3] in the context of oversampled lter
banks (FBs), has recently attracted signi cant attention [1, 2].
Most notably, it has been demonstrated in [1, 2] that rst-
and second-order SD quantization of nite harmonic frames
inRM yields a reconstructionMSE behaving according to 1

r2
,

where r denotes the frame redundancy.
In the context of analog-digital (A/D) conversion a class

of single-bit converters achieving exponential accuracy in the
bit rate has recently been described in [4]. The frame expan-
sions induced by A/D conversion have a very speci c struc-
ture namely that of shift-invariant frames in L2(R) with the
generator typically being a sin(t)

t
-function. The purpose of

this paper is to address several problems in the context of -
nite frames exhibiting different structural properties, namely
Cyclic Geometrically Uniform (CGU) frames [5]. Our spe-
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ci c contributions vis-a-vis previous work on quantization of
nite frames reported in [1, 2] include:

• We consider a more general class of frames, namely
CGU frames in CM , containing harmonic frames.

• Using techniques similar to those in [1, 2], we show that
rst- and second-order SD quantization of CGU frames

achieves an MSE behaving as 1
r2

.

• The results in [1, 2] use a deterministic model to de-
scribe the quantizer in the feedback loop. We demon-
strate that the 1

r2
-behavior of the reconstruction MSE

continues to hold even if the impact of quantization is
described by adding white Gaussian noise to the signal
at the quantizer input, a widely used (but typically not
accurate) model.

• For the widely usedL-th order noise shaping lterG(z) =
(1 − z−1)L, we show that the MSE behavior depends
on the nature of the considered frame. When the frame
length N is too large compared to the lter order L
(N � L), the MSE behaves as 1

r2L+1 .

2. NOTATION

The superscripts T , H and ∗ denote the transpose, conjugate
transpose and element wise conjugation, respectively. For
a matrix A ∈ Cm×n, we de ne ‖A‖ =

√
λmax(AHA),

where λmax denotes the maximum eigenvalue. The expecta-
tion is denoted by E .

3. CGU FRAMES, SYSTEM MODEL

In this section, we brie y describe CGU frames and we state
the system model for rst- and second-order SD quantizer
used previously in [1, 2].

3.1. CGU Frames

We restrict our attention to frames in nite dimensional spaces.
Let Ω = {φn}Nn=1 denotes a set of N vectors in an M -
dimensional Hilbert space H, where M ≤ N and H = RM
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or CM . The vectors φn constitute a frame forH if there exist
constants 0 < A ≤ B <∞ such that [6]

A‖x‖2 ≤
N∑
n=1

|〈x,φn〉|2 ≤ B‖x‖2, ∀x ∈ H. (1)

When A = B the frame is called tight [6]. If we normalize
the φn such that ‖φn‖ = 1, ∀n, we have A ≤ r ≤ B [3]
where r = N

M
denotes the redundancy. In particular, for a

tight normalized frame, we obtain A = B = r. The frame
operators corresponding to the frame vectors {φn}Nn=1 is de-
ned as S = ΨΨH where Ψ = [φ1,φ2, . . . ,φN ] and sat-

is es AI ≤ S ≤ BI, where I is the identity operator on
H. The dual frame of Ω is de ned as Ω̃ = {φ̃n}Nn=1 where
φ̃n = S−1φn, n = 1, 2, . . . , N . Note that Ω̃ is also a frame
with frame bounds Ã = 1

B
and B̃ = 1

A
. Moreover, we have

x =

N∑
n=1

〈x,φn〉φ̃n =

N∑
n=1

〈x, φ̃n〉φn, ∀x ∈ H.

In the sequel, we focus on a structured nite frame in CM ,
a sub-class of Geometrically Uniform (GU) frames, namely
CGU frames. The de nition of a general GU frame [5] is:

De nition 1 Ω is a GU group, if φn = Vnφ, ∀n ∈ {1, . . . , N},
where φ ∈ CM is an arbitrary generating vector and the ma-
trices {Vn}Nn=1 are unitary and form an Abelian group. If
the vectors {φn}Nn=1 satisfy (1), then Ω is a GU frame.

De nition 2 A GU set Ω is CGU, if the unitary matrix V
satis esVn = Vn andVN = I.

In the following, we denote the eigendecomposition of V as
V = RΛRH where RRH = I with R = [r1, . . . , rM ]

and Λ = diag{λn}Mn=1, where λk = ej
2π
N
kn with kn ∈

{1, . . . , N}. Assuming that the λk are distinct, it is shown
in [7] that Ω is a tight CGU frame if and only if:

|rH1 φ| = |rH2 φ| = . . . = |rHMφ| = 1√
M

. (2)

A trivial solution of (2) is given by φ = 1√
M
R[(−1)l1 , . . . , (−1)lM ]T .

An example of a tight normalized CGU frame inCM is a har-
monic frame inCM , which is given byφn,i =

1√
M

W
(n−1)(i−1)
N

(i = 1, . . . ,M, n = 1, . . . , N) or equivalentlyV= diag{W i
N}M−1i=0 ,

R = I and φ = 1√
M

[1, . . . , 1]T where WM = ej
2π
N and φn,i

denotes the ith element of φn. The harmonic frame in RM

employed in [1, 2], is shown to belong to the class of tight
CGU frames [7]. In particular, we will see in the next section
that the additional degrees of freedom obtained by consid-
ering the more general class of CGU frames can (provided
the λk are chosen properly) result in a smaller reconstruction
MSE when compared to harmonic frames in RM .

3.2. First and second order SD quantization

Following [1, 2] we de ne rst- and second-order SD quantiz-
ers for nite frames as follows. Given a sequence {cn}Nn=1 ⊂
RM of frame coef cients, rst-order SD quantizer produces
the sequence of quantized frame coef cients {cq,n}Nn=1 via
the following scheme:

un = un−1 + cn − cq,n, cq,n = Q(un−1 + cn) (3)

where {un}Nn=0 is a state sequence with u0 = 0 and Q is
an η-level mid-rise uniform quantizer with step size δ, where
η ∈ N and δ > 0. The corresponding mid-rise quantization
alphabet is given by Aδη = [(−η + 1

2 )δ, (−η + 3
2 )δ . . . −

1
2δ,

1
2δ, . . . (η − 1

2 )δ] consisting of 2η elements and Q(u) =
arg min

q∈Aδη
|u− q|.

The second-order SD quantizer, as introduced in [1, 2], is
given by

un = un−1 + cn − cq,n, vn = un−1 + vn−1 + cn − cq,n

cq,n =
δ

2
sign(un−1 + γvn−1), n = 1, 2, . . . , N (4)

where γ > 0 is a xed parameter and {un}Nn=0 and {vn}Nn=0

are state sequences with v0 = u0 = 0. Like in [2] we as-
sume that the SD quantizer is stable in the sense of [2] i.e.,
(un, vn) ∈ δ2 ([−2, 2]× [−C,C]) ∀n and C denotes a non-
negative integer.
The equations (3) and (4) keep valid when the frame coef -
cients {cn}Nn=1 ⊂ CM : we run the same quantizer on the real
and imaginary parts of the signal to be quantized.

4. RECONSTRUCTION MSE FOR TIGHT CGU
FRAMES

Throughout this section we assume that Ω is a tight CGU
frame. Denoting the signal reconstructed from the quantized

frame coef cients as x̃ =

N∑
n=1

cq,nS
−1φn, we shall study the

behavior of the reconstruction MSE, ‖x − x̃‖2, for the rst-
and second-order SD quantizer as described in the previous
section.

4.1. First-order SD quantizer

Consider the quantization scheme corresponding to (3), let
|u0| ≤ δ/2, and let x ∈ H satisfy ‖x‖ ≤ (η − 1/2)δ, it was
shown in [1, 2] that:

‖x− x̃‖ ≤ ‖S−1‖

 
N−1X
n=1

|un|‖φn − φn+1‖+ |u0|+ |uN |

!
.

(5)
As the frame is assumed to be tight and normalized we have
‖S−1‖ = 1

r
. To evaluate ‖x − x̃‖, we need to compute

the frame variation of Ω de ned as follows [2]: σ(Ω) =
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N−1∑
n=1

‖φn − φn+1‖. SinceVN = I, it follows that
N∑
n=1

φn =

0, which upon using Proposition III.2 in [1] and based on the
structure of the frame Ω, it follows that

‖ x− x̃ ‖≤

j
1
r
δ
2
σ(Ω), for N even

1
r
δ
2
(σ(Ω) + 1) for N odd.

(6)

In [7] it is shown that

σ(Ω) ≤ 2π

N
(N − 1)kmin, where kmin = min(N − kmax, kmax) (7)

with kmax = argmax
kl
| sin( π

N
kl)|, which states that the frame

variation is bounded. Using (5), we conclude that the recon-
struction MSE can decay at least as faster as 1

r2
. Note that

results of the Corollary V.3 of [1] keep true in the case of a
tight and normalized CGU frame.

The upper-bound obtained by inserting (7) into (5) is min-
imum w.r.t the choice of λk if
j
kl = l, kl+t = N − kt−l+1, M = 2t, l = 1, . . . , t and i = 1, . . . , t + 1.
ki = i, kt+l+1 = N − kt−l+1, M = 2t+ 1,

(8)

In Fig.1, we compare the upper-bound obtained by inserting
(7) into (5) for the harmonic frame in RM or CM and a CGU
frame in CM with λkl chosen according to (8). In both cases,
we have M = 4. We can clearly see that the upper bound cor-
responding to the CGU is smaller than that for the harmonic
frames. This is a direct consequence of the additional degrees
of freedom available in a CGU frame.
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Fig. 1. The upper bound on the MSE given by the harmonic
frame in RM or C and the CGU frame.

4.2. Second order SD quantizer

Setting a = 2Cπ kmin
N
( 2(N−2)

N
πkmin+1)where kmin is de ned

in (7), it is shown in [7] that, in the case of CGU frames, for
second-order SD quantizer given by (4), MSE satis es:j

‖x− x̃‖ ≤ 1
r
δ
2
a, for N even,

1
r
δ(1− a) ≤ ‖x− x̃‖ ≤ 1

r
δ
2
(1 + a), for N odd.

(9)

Choosing kl according to (8) again minimizes the MSE upper-
bound resulting in:

a =

j
Cπ
`
N−2
N

Mπ + 1
´
M
N

, for M even,

Cπ
`
N−2
N
(M + 1)π + 1

´
M+1
N

for M odd.
(10)

Like [1, 2], we have O( 1
r2

) ≤ ‖x − x̃‖2 ≤ O( 1
r2

). In the
case of the harmonic frame in RM , it was shown in [2] that
when M is even: a = 2Cπ(πM +1)1

r
which compared with

(10) shows that if kl is chosen according to (8), the MSE up-
per bound for CGU frame in CM is strictly smaller than for
harmonic frame in RM , albeit in both cases we have a O( 1

r2
)

behavior. We conclude this section by noting that the tech-
niques used in the derivation of the main results in this section
follows closely the approach introduced previously in [1, 2].
Differences occur due to the more general structure of CGU
frames which was shown to result in smaller reconstruction
MSE compared to harmonic frame in RM .

5. RECONSTRUCTION MSE UNDER ADDITIVE
WHITE QUANTIZATION NOISE

From the upper (and lower) bound on the reconstruction MSE
derived in the previous section, it follows immediately that
the O( 1

r2
)-behavior of the MSE depends crucially on the as-

sumption on the quantizer. It is therefore interesting to ask
whether the O( 1

r2
)-behavior for the reconstruction MSE can

be obtained under the widely used additive white noise model
for quantization. In this section, we answer this question in
the af rmative.

In the following, we shall add one more level of generality
by assuming an L-th order noise shaping lter. The overall
system model can be summarized as (see Fig.2):

cq,n = cn + qn − q̂n, q̂n =

L∑
k=1

gkqn−k, n = 1, . . . , N (11)

where G(z) = 1 −
L∑
l=1

glz
−l with gl ∈ R or C denotes the

noise shaping lter cœf cients and qi is the zero mean quan-
tization error satisfying E{qnq∗m} = σ2qδ(n −m). De ning
the L + 1×M matrix [Q]i,j = qi−j , the reconstruction error
is given byw = S−1ΨQg where g = [−1, g1, g2, . . . , gL]

T .

Consequently, we have σ2w = E{gHQHΨH(S−1)HS−1ΨQg}.
Minimizing σ2

w
as a function of the lter coef cients gl for

qn

cn

q̂n

cq,nQ

-

-
+

+

1-G(z)

Fig. 2. General noise-shaping coder

arbitrary noise shaping lter order L is dif cult. In the fol-
lowing, we shall therefore restrict our attention to rst- and
second-order noise shaping lters and then investigate the re-
sult for a speci c L-th order lter which is widely used in SD
quantizer based A/D conversion [8]. We again restrict our at-
tention to CGU frames with parameters kl chosen according
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to (8), when M is even (when M is odd we obtain the same
results), and when the lter cœf cients gl ∈ R.

5.1. First-order SD-quantizer (L = 1)

For L = 1, it is shown in [7] that

σ
2
w
=

σ2
q

Mr2

2
4(1 + g

2
1)NM − 4g1(N − 1)

M
2X
m=1

cos(
2π

N
m)

3
5 . (12)

For high redundancy r, i.e., N large, we have cos( 2π
N

m) ≈=

1− 1
2 (

2π
N

m)2, which implies

σ
2
w
≈

σ2
q

Mr2

»
(1− g1)

2
NM + 2g1M + 2g1(N − 1)(

2π

N
)2α

–

where α =

M
2∑
m=1

m2. Setting g1 = 1, we obtain

σ
2
w

≈
1

r2
σ2
q

M

»
M +

„
8π2

M
α

«
1

r
+

„
−
8π2

M2
α

«
1

r2

–
(13)

≈
σ2
q

r2
+O

„
1

r3

«
(14)

which nally implies that σ2w decays according to 1
r2

.

5.2. Second-order SD quantizer (L = 2)

For L = 2 and g1, g2 ∈ R, it is shown in [7] that:

σ
2
w
≈

σ2
q

Mr2

ˆ
(−1 + g1 + g2)

2
NM + 2 (g1 − g1g2 + 2g2)M

+ 2 ((g1 − g1g2 + 4g2)N − a+ g1g2 − 8g2) (
2π

N
)2α

–

where α is de ned as previously. Setting g1 + g2 = 1, it
follows that σ2

w
decays according to 1

r2
.

5.3. The noise shaping lter G(z) = (1− z−1)L

As already mentioned above, it is dif cult to obtain general
results for high-order noise shaping lters. That’s why we
focus here on the widely used choice G(z) = (1 − z−1)L

[8]. Starting with gl = (−1)l+1ClL (l = 0, 1, . . . , L) where

ClL =

(
L
l

)
, for high redundancy r, we obtain [7]

σ
2
w
≈
1

r2
σ2
q

M

"
LX
l=0

(ClL)
2
NM

+ 2

LX
l=1

(N − l)(−1)l
L−lX
t=0

C
t
LC
t+l
L

MX
m=1

�(λlm)

#
(15)

where λm = ej
2π
N
km , and hence�(λlm) =

+∞X
k=0

(−1)k

(2k)!
(
2π

N
)2k(lm)2k.

It is shown in [7] that
LX
l=0

(ClL)
2 + 2

LX
l=1

(−1)l
L−lX
t=0

C
t
LC
t+l
L = 0.

Consequently, we obtain

σ
2
w
≈
2σ2
q

PL
l=1(−1)

l+1l
PL−l
t=0 CtLCt+lL

r2
+O

„
1

r3

«
. (16)

The last expression would tend to deduce that the reconstruc-
tion MSE decays of 1

r2
independently of the noise shaping

lter order L. This is not totally true and the frame length
plays nonetheless a crucial role in the enhancement of the
MSE decays. Indeed, when N >> L and in the case of a
causal shaping lter, the reconstruction MSE becomes

σ
2
w ≈

0
@22L+1σ2

q

M2L
π
2L

M
2X
m=1

m
2L

1
A 1

r2L+1
. (17)

Hence, MSE ≈ O
`

1
r2L+1

´
. This result is consistent with the

one obtained in the context of A/D conversion [8].

6. CONCLUSIONS

We established that CGU frames subject to rst- and second-
order SD quantization exhibit a reconstruction error behavior
according to 1

r2
. This result was shown to hold both under

the quantizer model used in [1, 2] and under the widely used
additive white quantization noise model. For general noise
shaping lter coef cients, conditions on the cœf cients were
provided in the case of rst- and second-order SD quantizers
guaranteeing a 1

r2
MSE behavior. Furthermore, it was demon-

strate that the additional degrees of freedom by CGU frames,
when compared to harmonic frame, result in redundancy r
that remains unchanged. Finally, for the widely used noise
shaping lter G(z) = (1 − z−1)L it was proved that, under
additive white quantization noise model and when N � L,
the reconstruction MSE is O( 1

r2L+1 ).
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