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ABSTRACT
Because a ΣΔ modulator is a nonlinear feedback system, its rigor-
ous signal analysis escapes from the standard theories used in signal
processing and communications. We introduce mathematical tools
that are new to these two areas and that lead to systematic and high-
level methods for the spectral error analysis ofΣΔmodulators. They
include the use of dynamical system techniques, of the roots of er-
godic theory and the spectral properties of unitary operators in a
Hilbert space. In this paper, we show their application to the case
of ideal ΣΔ modulation, thus providing a formal and concise theory
for the extensive derivations performed by Gray et al. and He et al.
in this special case some 15 years ago. We nally point to the poten-
tial extension of these new methods to a substantially larger class of
ΣΔ modulators.

Index Terms— Sigma-Delta modulation, feedback systems, non-
linear systems, error analysis, spectral analysis.

1. INTRODUCTION

In the signal processing area, the transfer function of discrete-time
feedback systems is easily analyzed when they are linear and time-
invariant. Such systems are classically reduced to equations of the
type �

u[k] = L u[k − 1] + x[k] a
y[k] = b · u[k]

(1)

where x[k] and y[k] are the input and output of the considered sys-
tem,L is anm×mmatrix, a, b and u[k] arem-dimensional vectors,
and where · designates the inner-product between vectors. However,
this technique collapses as soon as a nonlinear function is involved
in the feedback. This is the case of ΣΔ modulators whose struc-
ture is shown in Figure 1 and which include a scalar quantizer as
nonlinear function. These systems have been successfully used in
modern analog-to-digital conversion, but do not enjoy the support
of an existing system theory. Most of the current signal analysis of
ΣΔ modulation is based on empirical models. The main instance of
rigorous error analysis was performed by Gray et al. [1, 2, 3] and He
at al. [4] some 15 years ago in the ideal case where

H(z) = (1 − z−1)m

and the quantizer is uniform and not overloaded (it is shown in [4]
that non-overloading is guaranteed by making the resolution of the
quantizer at least m-bit). As one easily derives from the block dia-
gram of Figure 1 that the system error1 is

x[k] − q[k] = h[k] ∗ e[k] (2)

This work has been supported by the National Science Foundation
Grants DMS-0219053 and CCF-0515252.

1In this paper, we take the opposite to the usual system de nition of “er-
ror”, but this convention will appear to be convenient from a dynamical sys-
tem point of view.

Fig. 1. ΣΔ modulator in its error diffusion form.

where h[k] is the inverse z-transform of H(z) and e[k] := y[k] −
q[k] is the quantizer error sequence, this prior work concentrated on
the spectral analysis of e[k]. The derivations were however heavy in
algebra (resulting in multiple journal publications) and very speci c
to the considered architectures.

We propose here to establish a new concise system approach
for this type of nonlinear feedback circuit. As an extension to the
equation structure (1), we show that the input-output relation of an
ideal ΣΔ modulator can be put in the form of the following system
of equations: �

e[k] =
�
L e[k − 1] + x[k] i

�
e[k] = p(e[k])

(3)

where p is some function from �m to � and 〈·〉 is anm-dimensional
modulo function, by necessity nonlinear. Contrary to linear differ-
ence equations, the rst equation of (3) is however dif cult to iterate,
especially with a time-varying input x[k]. Assuming an input of the
type

x[k] = x0 + x̃(kτ) (4)

where x0 is a constant component and x̃(t) is a bandlimited 1-periodic
zero-mean continuous-time signal, we show that the system can be
equivalently described by equations of the type

�
v[k] = B(v[k − 1])
e[k] = p′′(v[k])

(5)

where v[k] is a state vector of higher dimensionm+1,B is a nonlin-
ear but xed mapping of �m+1 that only depends on x0, and p′′ is a
nonlinear function from �m+1 to � that depends on x̃(t). The trans-
formation from (3) to (5) relies on techniques typical to dynamical
systems.

Given this new setting of equations, we revisit the derivations
performed in the prior work of the time-averaged autocorrelation se-
quence

re[n] := mean
k≥0

e[k] e[k + n] (6)

where mean
k≥0

v[k] := lim
N→∞

1
N

�N−1
k=0 v[k]. Its Fourier transform

Re(ω) is the spectrum of the error sequence e[k] in the time-averaging
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sense. After nding the mathematical conditions of ergodicity of the
mapping B, we show that re[n] takes the concise form of

re[n] =
�
p′′,Unp′′�

H
(7)

where
�·, ·�

H
is a Hilbert space inner product and U is a unitary

operator. Then, with standard techniques from the spectral theory
of unitary operators, the properties of the spectrum Re(ω) that were
previously derived by extensive derivations, can be retrieved here in
a concise manner. Finally, we explain how the derivations shown
in this paper can be extended to more complicated inputs, and more
importantly to a substantially larger class of ΣΔ modulators.

2. BASIC DYNAMICAL SYSTEM EQUATIONS

As part of the conditions of ideal ΣΔ modulation, it is assumed that
the quantizer is uniform and not overloaded. For convenience, we
normalize the signal amplitude so that the quantization step size is 1.
This implies that at any instant k, q[k] is an integer2 and the quantizer
error satis es

e[k] ∈ I := [− 1
2
, 1

2
). (8)

Meanwhile, equation (2) implies in the z-domain

X(z) − Q(z) = (1 − z−1)mE(z).

Let us recursively construct the sequences ei[k] such that in the z-
domain

Ei−1(z) = (1 − z−1)Ei(z) (9)
with e0[k] := x[k] − q[k]. Obviously Em(z) = E(z). Now, (9)
implies in the time domain that ei[k] = ei[k − 1] + ei−1[k], which
recursively leads to

ei[k] = ei[k−1] + ei−1[k−1] + · · · + e1[k−1] + (x[k] − q[k]).

Then, them-dimensional column vector

e[k] :=
�
e1[k] e2[k] · · · em[k]

��
,

satis es the recursive relation

e[k] = L e[k − 1] + (x[k] − q[k])i (10)

where L is them × m lower triangular matrix

L :=

�
����

1 0 · · · 0
1 1 · · · 0

...
...

. . .
...

1 1 · · · 1

�
���� and i :=

�
����

1
1

...
1

�
����. (11)

Solving the recursive relation (10) is the key to evaluating re[n] in
(6) since at every instant

e[k] = em[k] = p(e[k]) (12)

where p(e) is by de nition the projection of e onto its lastmth com-
ponent. The dif culty of equation (10) however is that q[k] is itself a
nonlinear function of e[k−1], which can be easily proved. Now, be-
cause of (8), we have e[k] = 〈e[k]〉 if we de ne 〈·〉 to be the unique
1-periodic function of�m that is invariant on the unit hypercube Im.
This formally, means that 〈u + k〉 = 〈u〉 for all u ∈ �

m and all
k ∈ �

m, and 〈u〉 = u for all u ∈ Im. Since i and q[k] are all
composed of integer numbers, then (10) and (12) lead to the system
of equations of (3).

2Quantizers inΣΔmodulation are commonly of mid-riser type, implying
that q[k] is an integer plus 1

2
. For simplicity here, we will omit here the 1

2
offset, which is not fundamental in the equations.

3. PSEUDO-PERIODIC INPUT

When x[k] is a time-varying input, it is however dif cult to derive
re[n] from (6), because the explicit determination of e[k] is still dif-
cult. Now, assuming that x[k] is of the form (4) where x̃(t) is
a 1-periodic zero-mean continuous-time signal, we can proceed by
performing an unusual operation to the signal processing area. In-
stead of taking e[k] as the state vector of the system, consider the
newm + 1-dimensional state vector

u := (t, e) ∈ Im+1.

Consider then the sequence u[k] such that

u[k] = A(u[k − 1])

where A is the mapping from Im+1 to Im+1 de ned by

A(t, e) :=
� 〈t + τ〉 , 〈L e + (x0 + x̃(t + τ))i〉 � (13)

and where 〈t〉 designates the 1-dimensional modulo function invari-
ant in I . By taking the initial vector u[0] := (0, e[0]), one can easily
check that for all k ∈ �, u[k] = (〈kτ〉, e[k]) where e[k] satis es
(3). We thus end up with the new system of equations

�
u[k] = A(u[k − 1])
e[k] = p′(u[k])

(14)

where p′(t, e) := p(e). The contribution of this new dynamical
system is that its state vector u[k] is recursively obtained through
the mapping A that is independent of the time index k. The study
of such mapping was rst introduced in [5] in the rst order case
m = 1, and in the language of dynamical systems, is obtained by
skew-product from the mapping of (3). Since u[k +n] = An(u[k]),
then,

e[k]e[k + n] = fn(u[k])

where
fn(u) := p′(u) p′(An(u)).

Finally, since u[k] = Ak(u0) with u0 := u[0], (6) implies

re[n] := mean
k≥0

fn

�
Ak(u0)

�
. (15)

4. PSEUDO-PERIODIC BANDLIMITED INPUT

In (15), the mapping A is constant with respect to the iteration in-
dex k, but is itself a “heavy” operator as it contains the whole input
waveform x̃(t) in its de nition (see (13)). This dif culty can be re-
moved thanks to the additional assumption that x̃(t) is bandlimited.
We show that the mapping A can be reduced to the new mapping

B(t, e) :=
� 〈t + τ〉 , 〈L e + x0i〉

�
(16)

thanks to yet another change of state vector. Consider a mapping of
the type

T (t, e) :=
�

t , 〈e + y(t)〉 � (17)
where y(t) is some m-dimensional and 1-periodic function. The
goal is to check whether there exists a function y(t) such that

B = T−1 ◦ A ◦ T. (18)

As we have

(A ◦ T )(t, e) =
�〈t + τ〉, 〈L�e + y(t)

�
+
�
x0 + x̃(t + τ)

�
i〉�

(T ◦ B)(t, e) =
�〈t + τ〉, 〈Le + x0i + y(t + τ)〉�.
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one can see that (18) is satis ed when

y(t + τ) = L y(t) + x̃(t + τ)i. (19)

Writing the real Fourier expansion of the bandlimited signal x̃(t) as
x̃(t) =

�K
k=1 ak cos(2πkt + θk), we show in [6] that a solution to

(19) is the function y(t) = [y1(t)y2(t) · · · ym(t)]� where yn(t) =�K
k=1 an,k cos(2πkt+θn,k)with an,k := ak

2n sinn(πkτ)
and θn,k :=

θk + πn(kτ − 1
2
). With this choice of function y(t), (18) is then

satis ed. Then, by performing the change of variable

v := T−1(u) ∈ Im+1

(14) becomes the system of equation (5) where p′′(v) := p′�T (v)
�
.

With (17), we have explicitly,

p′′(t, e) = p′�t, 〈e + y(t)〉� = p
�〈e + y(t)〉� = 〈em + ym(t)〉.

(20)
Then, similarly to (6), we nd

re[n] := mean
k≥0

gn

�
Bk(v0)

�
(21)

where
gn(v) := p′′(v) p′′(Bn(v)) (22)

and B is given in (16). Of course, the autocorrelation re[n] still
depends on the waveform x̃(t), but this dependence is all contained
in the function p′′ and no longer in the mapping B that needs to be
iterated in nitely in (21).

5. AUTOCORRELATION UNDER ERGODICITY

The next important step is to transform the discrete average of (21)
into a continuous integral. This is performed thanks to ergodic the-
ory, from which we recall two properties [7].

Lemma 5.1 A measure-preserving mapping B from IN to IN is
ergodic if and only if, for all function f ∈ L1(IN ) that satis es
f ◦ B = f , f is a constant function.

Theorem 5.2 [Birkhoff] Consider an ergodic measure-preserving
mapping B from IN to IN . Then, for any g ∈ L1(IN ) and almost
every v0 ∈ IN ,

mean
k≥0

g
�
Bk(v0)

�
=

�
IN

g(v)dv.

First, the mappingB of (16) is indeed measure preserving as det(L)
= 1 and L is only composed of integer coef cients. The second test
is to check whether B is ergodic. The answer is in the next two
theorems.

Theorem 5.3 Consider the mapping B of (16). A function f ∈
L1(Im+1) satis es f ◦ B = λf for some λ ∈ � if and only
if there exist (k, �) ∈ �

2 such that f(t, e) = ej2π(kt+�e1) and
λ = ej2π(kτ+�x0), where e1 designates the rst component of the
m-dimensional vector e.

This is proved in [6] by Fourier expansions. As an easy consequence
of De nition 5.1 and Theorem 5.3, we have the following property.

Theorem 5.4 The mapping B of (16) is ergodic if and only if

∀(k, �) ∈ �2\{(0, 0)}, kτ + �x0 /∈ �. (23)

Let us consider for now that we are in the ergodicity condition of
(23). By combining Theorem 5.4, Theorem 5.2, (21) and (22), we
obtain

re[n] =

�
Im+1

gn(v)dv =

�
Im+1

p′′(v) p′′�Bn(v)
�

dv (24)

where p′′ is given in (20) andB in (16). As it is standard in the spec-
tral theory of dynamical systems, let U be the operator on L2(Im+1)
de ned by Ug = g ◦ B. (25)
Then, (24) yields the autocorrelation expression of (7), where

�·, ·�
H

denotes the inner product of the Hilbert spaceH := L2(Im+1).

6. SPECTRAL PROPERTIES OF A UNITARY OPERATOR

The expression (7) shows that properties of the autocorrelation re[n]
will result from the general analysis of the sequence

sf [n] :=
�
f,Unf

�
H

(26)
where f ∈ L2(Im+1). The operator U of (25) is easily shown to
be unitary (i.e.

�Uf,Ug
�

H
=

�
f, g

�
H
) from the fact that B is a

mapping of Im+1 that preserves measure. Thus, a complete set of
techniques suddenly becomes available thanks to the standard spec-
tral theory of unitary operators [8]. Any function f ∈ L2(Im+1)
has a unique decomposition

f = ḟ + f̄ , (27)
where ḟ is the orthogonal projection of f onto the subspace � spanned
by the eigenfunctions of U and f̄ ∈ �

⊥. Because U is unitary, � and
�
⊥ are both invariant by U . As a result, one easily derives that

sf [n] = sḟ [n] + sf̄ [n]. (28)

In fact, the eigenfunctions of U are given by Theorem 5.3. From
the form of these eigenfunctions, on concludes that � is exactly the
space of functions f ∈ L2(Im+1) that depend only on t and e1. As
a result, the orthogonal projection of f onto � is the function

ḟ(t, e) = ḟ(t, e1) =

�
Im−1

f(t, e1, w2, · · · , wm) dw2 · · · dwm. (29)

Remark 6.1 In the particular case where m = 1, � = L2(I2).
Hence f = ḟ and f̄ is the zero function.

Given that ḟ(t, e) = ḟ(t, e1), then one easily nds from (16) that
(ḟ ◦ Bn)(t, e) = ḟ(t + nτ, e1 + nx0). So,

sḟ [n] =

�
I2

ḟ(t, e1)ḟ(t + nτ, e1 + nx0) dtde1 = aḟ (nτ, nx0),

where aḟ (t, e1) is the two-variable autocorrelation function of the 1-
periodic function ḟ(t, e1). This relation gives the interpretation that
sḟ [n] is the sampled version of the autocorrelation of ḟ(t, e1) at the
vector sampling period (τ, x0). If we denote the Fourier coef cients
of ḟ(t, e1) by Ḟk,�, then it is known that the Fourier coef cients of
the autocorrelation aḟ are

��Ḟk,�

��2. Then,
aḟ (t, e1) =

�
k,�

��Ḟk,�

��2e2πj(kt+�e1),

which implies that sḟ [n] =
�

k,�

��Ḟk,�

��2e2πj(kτ+�x0)n. We con-
clude that the Fourier transform Sḟ (ω) of sḟ [n] is purely discrete
and equal to

Sḟ (ω) =
�

k,�∈�
��Ḟk,�

��2δωk,�(ω) (30)

where ωk,� := 2π(kτ + �x0) and δωk,�(ω) denotes the Dirac peak
located at frequency ωk,�. Meanwhile, the computation of sf̄ [n] is
not easy in general, but it is known that its Fourier transform is by
necessity a continuous measure [8].
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7. APPLICATION TO IDEAL ΣΔMODULATION

We assume again condition (23).

Casem = 1: From (7) and (26), re[n] = sp′′ [n], but due to Remark
6.1, p′′ is equal to its projection ṗ′′ onto � (p̄′′ = 0). Then, from
(30), we nd

Re(ω) = Sp′′(ω) =
�

k,�∈�
�
�P ′′

k,�

�
�2 δωk,�(ω) (31)

where P ′′
k,� are the Fourier coef cients of p′′(t, e1) = 〈e1 + y1(t)〉.

For illustration, let us derive the spectrum coef cients |P ′′
k,�|2 in

the simple case where x̃(t) is a single sinusoid x̃(t) = a cos(2πt).
Then, from Section 4, we nd y1(t) = b sin(2π(t + τ

2
)) with b :=

a
sin(πτ)

. We have the Fourier expansions 〈v〉 =
�

�	=0
j

2π�
ej2π�v

and ejα sin(2πt) =
�

k Jk(α) ej2πkt, where Jk(α) is the Bessel
function of order k. By using these expansions in the function 〈e1 +

y1(t)〉, one extracts P ′′
k,� and nds |P ′′

k,�|2 =
J2

k(2π�b)

4π2�2
when � �= 0

and |P ′′
k,0|2 = 0.

Case m ≥ 2: It is easy to see from (20) and (29) that ṗ′′ = 0,
since 〈·〉 is a 1-periodic and zero-mean function. Then, p′′ = p̄′′ and
re[n] = sp̄′′ . In fact, one can in this case directly obtain re[n] from
(24). Let us show that this yields the following result:

re[n] =
1

12
δ[n]. (32)

Consider n �= 0. From (16), Bn(t, e) = (〈t + nτ〉,〈Lne + x0in〉),
where in :=

�n−1
k=0 Lki. Then from (20), p′′(Bn(t, e)) = p

�〈Lne+

x0in + y(t + nτ)〉�. By looking at the de nition of L, one easily
nds that p′′(Bn(t, e)) =

�
nem−1 + hn(t, e1, · · · , em−2, em)

�

where hn is some function. Since 〈e〉 is a 1-periodic and zero-mean
function of e, then

�
I
p′′(Bn(t, e))dem−1 = 0. From (20), p′′(t, e)

does not depend on em−1. So
�

I
p′′(t, e)p′′(Bn(t, e))dem−1 = 0.

This proves that re[n] = 0 for any n �= 0. Meanwhile re[0] =�
Im+1 |p′′(t, e)|2dtde. Now, p′′(t, e) = 〈em + ym(t)〉 from (20).
Using again the 1-periodicity of 〈·〉, we have

�
I
|〈em + ym(t)〉|2dem =

�
I
|〈em〉|2dem =

�
I
e2de = 1

12
.

Then, re[0] =
�

Im
1
12

dtde1 · · · dem−1 = 1
12

. This proves (32).
The autocorrelation of (32) then implies the typical white quan-

tization noise spectrum Re(ω) = 1
12
. This result is independent

from the choice of bandlimited input waveform x̃(t).

8. GENERALIZATIONS

We brie y indicate the possible extensions of the derivations pre-
sented in this paper. More complete or detailed explanations are
contained in [6].

Mixed input: The techniques shown in this paper can be also ap-
plied to inputs of the form x[k] = x0+x̃[k]+x̃(kτττ), where x̃[k] is a
q-periodic zero-mean sequence, x̃(t) is a real zero-mean 1-periodic
and bandlimited function of the time vector t ∈ �d, and τττ is a xed
sampling vector of �d. Under some ergodic condition similar to
(23), it is found again that Re(ω) is purely discrete in the casem =
1, with Diracs located at frequencies ωp,k,� := 2π( p

q
+k · τττ + �x0)

with p ∈ {0, 1, · · · , q − 1}, k ∈ �
d and � ∈ �. At high orders

m ≥ 2, it is also found that Re(ω) = 1
12
, which is the spectrum

of a white noise.

Zero-dc input: This case also requires extra derivations as the er-
godicity condition of (23) rules out all inputs with a rational dc com-
ponent. As shown in [6], this case is solved by writing the dynamical

system equations satis ed by the state vector of smaller dimension
e′[k] := [e2[k] · · · em[k]]�. These equations are found to have the
same form as (3) at the dimension m − 1 with an input x′[k] of the
form x′

0 + x̃′[k]+ x̃′(kτττ)where x′
0 depends on the initial state value

e1[0]. Then under some irrational condition on the initial condition,
ergodicity is shown to be re-established, and the same derivations
apply to this dynamical system of dimensionm−1. As a result, it is
found that Re(ω) is purely discrete atm = 2 and white form ≥ 3,
which coincides with the results of [2, 3, 4].

More general ΣΔ con gurations: Among other extensions, it is
shown in [6] how similar derivations apply to the case of a mid-
riser quantizer (where q[k] ∈ � + 1

2
), or to the use of cascaded

ideal ΣΔ modulators [2, 3]. But the ultimate generalization is the
extension of this analysis to the much larger class of ΣΔmodulators
where the quantizer can be overloaded (thus including the single-
bit case when m ≥ 2) and where H(z) has the more general form
of H(z) = (1 − z−1)m/A(z), A(z) being a polynomial of z−1

of maximum degree m. This is based on the tiling property of the
invariant set of the dynamical system mapping, previously shown in
[9, 8] with dc inputs, and potentially extendable to the case time-
varying inputs [6].
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