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ABSTRACT

This paper proposes a new adaptive lter algorithm for system
identi cation using independent component analysis (ICA),
which separates the signal from noisy observation under the
assumption that the signal and noise are independent. We
rst introduce an augmented state-space expression of the ob-

served signal, representing the problem in terms of ICA, and
then use an adaptive gradient descent algorithm to separate
the noise from the signal. A local convergence condition is
also shown. The proposed algorithm can be applied to the
acoustic echo cancellation problem directly and some simu-
lations have been carried out to illustrate its effectiveness.

Index Terms— Adaptive lter, System identi cation, In-
formation theory, Nonlinear estimation

1. INTRODUCTION

The adaptive lter technique has been applied to many system
identi cation problems in communications and noise control
[1][2]. The LMS (least mean square) algorithm is extensively
used due to its low computational complexity and the robust-
ness of its performance [1]. The RLS (recursive least squares)
algorithm is also often used due to its fast convergence prop-
erty. These two popular algorithms for system identi cation
are based on the idea that the effect of additive observation
noise is to be suppressed in the least square sense. But if
the noise is non-Gaussian, the performances of the above al-
gorithms degrade signi cantly. The other class of non-linear
algorithms has been derived based on the robust estimation
theory [3], but these algorithms are a little bit heuristic.

On the other hand, in recent years, independent compo-
nent analysis (ICA) has been attracting much attention in many
elds such as signal processing and machine learning [4].

However, in the adaptive lter area, there have been only a
few papers which try to derive adaptive algorithms from the
view point of ICA. The authors in [5] tried to formulate the
conventional system identi cation problem in the ICA con-
text, but the proposed algorithm is nothing but the QR type
RLS algorithm. In [6] a truly ICA type algorithm has been

derived for identi cation of multivariate autoregressive mod-
els.

In this paper, by combining the approaches in [5] and [6],
we derive a new adaptive algorithm for system identi cation
using the technique of ICA. We try not to suppress the noise in
the least mean square sense but to maximize the independence
(i.e. minimize the dependence) between the signal part and
the noise.

The organization of this paper is as follows: In Section
2 we introduce an augmented linear model representing the
problem in the frame work of ICA and then propose a new
adaptive algorithm in Section 3 by using the ICA technique.
Section 4 is devoted to the convergence analysis of the new
algorithm. In Section 5, the new ICA-based method is ap-
plied to acoustic echo cancellation. Finally, some numerical
simulations are demonstrated to show the superiority of our
ICA-based method to the conventional NLMS algorithm.

2. PROBLEM FORMULATION

In the basic ICA model, the observation variables are denoted
as ������ �� � �� � � � � ��, where � is the time or sample index.
We assume that they are generated as a linear mixture of the
independent components ������ �� � �� � � � � ��,

���� � �����
where
���� � ������� � � � � ������

� , ���� � ������� � � � � ������
�

and � is some unknown matrix. The problem is to recover
original source signals ���� from the observations ����. Inde-
pendent component analysis consists of nding a linear trans-
form �� � �� so that the components ��� are as independent
as possible, in the sense of maximizing some function that
measures independence.

We consider the problem of identifying a linear system
described by

���� � ��

�
����� (1)

where

�� � ��� �� � � ������
� �

���� � ����� ���� �� � � �����	� ���� 
 (2)
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���� is the zero mean input signal. The measurement of the
system output ���� is corrupted by the noise ����, that is,

���� � ���� � ����� (3)

We assume the noise ���� is zero mean and statistically in-
dependent with the system input ����. Statistical indepen-
dence is a much stronger condition than uncorrelatedness. As
a result, statistics of order higher than the second has to be
considered for non-Gaussian signals.
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Fig.1. General con guration of system identi cation

We now introduce the following augmented linear model to
formulate the problem of system identi cation in the frame
work of ICA:�

����
����

�
�

�
� �

��
� �

� �
����
����

�
� (4)

where � denotes the identity matrix.
The noise signal ����, which is assumed to be indepen-

dent of the input signal ����, is expected to be separated from
the observation signal. So we may consider the system iden-
ti cation problem as an ICA problem, although the input sig-
nals ���� ��� � � �� �� � � � �	� � are heavily autocorrelated.

On the basis of model (4), we introduce the following sys-
tem �

����
�����

�
� �


�
����
����

�
(5)

where

�
 �

�
� �

��� �

�
(6)

�� � � ��� ��� � � � �����	
� (7)

����� � ������� � ����� (8)

and � is a nonzero scalar quantity. In the usual adaptive lter-
ing problem � is set to �.

In the following, we will nd a good estimate of the ma-
trix �
 so that ���� and ����� are as independent as possible.

3. DERIVATION OF THE PROPOSED ALGORITHM

Mutual information is a natural measure of the statistical de-
pendency between random variables. It is a special case of
Kullback-Leibler divergence (KLD), when one measures the

distance between the joint probability distribution and the prod-
uct of the marginal distributions:


��
�� �

�
������ ��


������

��������
����

It takes into account the whole dependence structure of the
variables, not just the covariance. It is always nonnegative,
and zero if and only if the variables are statistically indepen-
dent. Therefore it is a very natural way to estimate the in-
dependent components by nding a transform that minimizes
the mutual information of their estimates. The mutual infor-
mation between ���� and ����� can be expressed as:


��� ��� � ���� ����������� ���

where ���� denotes the differential entropy,

���� � �

�
���� ��
 ������ � ���� ��
 ����	�

By the properties of differential entropy, for the invertible lin-
ear transformation (5) the following equation is veri ed:

���� ��� � ���� �� � ��
 ���.

Hence, we have


��� ��� � ��������� �� ������� ��
 ���� (9)

To minimize the mutual information, rst we need to nd its
gradient. Since the elements of �
 in (6), except those of the
last row, are xed quantities, we de ne the gradient of 
��� ���
with respect to �
 as

�
��� ���

� �

�

�
� �
��
� ���

��
��

�
� (10)

Using the same argument in [7], we have

�


� ���
� ���������	�

�


��
� ��������	�

�

�
� (11)

where the function ���� is de ned as

����� � �
� ��
 �������

���
� (12)

Instead of using this usual gradient, we use the so-called rel-
ative (natural) gradient ([8]) de ned by

��
��
 ��� �
�
��� ���

� �

�
 � �
� (13)

Hence from (6), (10), (11), (13) and (8), we have

� ��
��
 ��� � �

�
� �

���� ��� ������������ �

�
� (14)

where ���� is de ned as

���� ��� � ���������	 ����������	��� � ��� �
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By using the instantaneous values of ������� and ������� in-
stead of their expectations, we propose the following stochas-
tic gradient adaptive algorithm :

����� �� � ����� � ������ �������������������

� �������������� (15)

���� �� � ���� � ����� ������������������� (16)

where �� and �� are the update step sizes and

����� � �������� � �
� ��������� (17)

By using the averaging method in [9], we consider the follow-
ing averaged system corresponding to (15), (16)

����� �� � ����� � ������� �������������������

� �������������� (18)

���� �� � ���� � ������ ������������������� (19)

The desired equilibrium point of (18) and (19) is

���� � ��� ����� � ������ (20)

where �� is determined by

������������������ � �� (21)

This is because at this point, from (1), (3) and (17), we have

����� � ������

and the second terms in the right hand side of (18) and (19)
are zero. From (20), we can identify��.

If the noise signal is Gaussian with mean 	 and variance
	�, from (12) we have

���� � �
 ��
��������
�	��

�
��	�


�
� �
	��

Substituting this into (21), then we get �� � �� which is
quite natural.

The con guration of the new adaptive noise canceller is
shown in Fig.2.
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Fig.2 Con guration of the new adaptive lter.

Remark 1: If we do not introduce the quantity �, but use a
constant ��� in (8) as is usual in the adaptive lter area, then
the second partial derivative in (11) with respect to � will be
zero. Hence, the measurement ���� can not be explicitly used
in the algorithm.

Remark 2: It is quite dif cult to calculate function����� since
it involves the probability density function. Fortunately, in
practice the selection of such a function is not too stringent.
We can use the tanh function and sometimes the sigmoid func-
tion.

4. CONVERGENCE ANALYSIS

The algorithm is highly nonlinear and is dif cult to analyze its
convergence property rigorously. So the local stability prop-
erty of this nonlinear algorithm near the equilibrium point is
considered here.

Let ����� � ����� � ������� ���� � �� � �����,
from (17) we have

����� � ������ � �
� ���� ����� � ����������

Discarding the higher order terms, and noting the noise ����
is zero mean and statistically independent with ����, the av-
eraged system (18), (19) can be linearized around the equilib-
rium point ������� ��� as follows:�

������ ��
����� ��

�
�

�
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� ���
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������
�����

�
� (22)

where
��� �� � ���
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with the covariance matrix ��� � �
�
������ ���

�
�

The algorithm converges to its equilibrium point ������� ���
iff all the eigenvalues of ��� and ��� are strictly inside the
unit circle. Hence, the following step size conditions are
needed:

	 
 �� 

�

�������������Æ���
�

	 
 �� 

�

��
�
���������������� ���������������������

� �

where Æ��� represents the maximum eigenvalue of ���. Of
course, these upper limits are approximate ones, since the
averaging method assumes the slow adaptation limit (�� �
	� �� � 	). According to the above two conditions, the func-
tion ���� should be chosen so that the denominators of the
above expressions of the upper bound are positive, that is,

�
�
����������

�
� 	�

�
�
��������������� � ��

�
������

�
��������

�
�
� 	� (23)

5. APPLICATION TO ACOUSTIC ECHO
CANCELLATION

The proposed algorithm can be directly implemented to acous-
tic echo cancellation (AEC).
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Fig.3 illustrates the general con guration of an acoustic
echo canceller. Let ���� be the far-end signal going to the
loudspeaker and ���� be the echo signal due to leakage from
the loudspeaker to the microphone, which is heavily corre-
lated with ����; ���� is the signal picked up by the micro-
phone, which will be called the desired signal. Here the echo
signal ���� and the near-end signal ���� are the independent
sources to be separated from the microphone signal ����. We
assume a linear echo

���� �
����

���

������ ��,

where the echo is a weighted sum of echo components ����
��� � � �� �� � � � �	 � �. The echo components are delayed
versions of the far-end signal and the microphone signal ����
is a sum of the near-end signal ���� and the echo ����.
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Fig.3. General con guration of an acoustic echo canceller

In a common telephone call, double-talk is found to occur 20
percent of the time. Double-talk is any period during a call
when both the near-end signal and the far-end signal contain
speech. During a double talk period, standard adaptive lter-
ing schemes tend to get confused and can not track the echo
path properly.

The near-end signal is usually independent of the far-end
signal and the echo signal. Also it may be of much larger
amplitude than the echo. So we apply the proposed ICA-
based algorithm (15) (16) to the acoustic echo canceller with-
out double talk detector.

6. SIMULATION RESULTS

We simulate the performance of the acoustic echo canceller
by using the NLMS and ICA methods, respectively.

The echo path impulse response used in the simulation
has a length of 128ms, consisting of 1024 coef cients at 8
kHz sampling rate. We use a male speech sound as the near-
end signal and a female speech as the far-end signal. Both of
them are sampled by 8kHz. The near-end signal is added at
the midpoint. The quantity ”error” is de ned as the difference
between the near-end signal ���� and its estimate �����
����.
The last two parts of the gure show the MSE values for
the NLMS and ICA algorithm respectively. We take ���� �
��	
��� in the ICA method. For this choice we note � ���� 

�� ����� � ������� 
 � �� �� ��, so that (23) is satis ed.
The simulation result shows the NLMS algorithm gets con-
fused when the double talk occurs, however our ICA algo-
rithm works considerably well.
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Fig.4 Performance comparison of the NLMS and ICA algorithm

7. CONCLUSION

In this paper we have derived a new adaptive lter algorithm
for system identi cation. The new algorithm is based on the
idea of ICA. The local stability of the algorithm has also been
analyzed. The proposed algorithm is applied to the acous-
tic echo canceller. Simulation results show that the approach
based on ICA performs much better than the conventional
NLMS algorithm.

It is a future work to investigate the effect of the choice of
���� on the performance.
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