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ABSTRACT

We consider the behavior of the transmit Wiener filter for

broadcast channels with non-cooperating users under channel

uncertainties. We derive a second-order approximation to the

excess mean-square error (EMSE) induced by using a channel

estimate as if it were the true channel. In the high SNR cases,

we develop a simple approximation to the EMSE. It turns out

that the EMSE is proportional to the minimum mean square

error with the proportionality factor determined by the total

transmit power and the length of the training block.

Index Terms— MIMO systems, broadcast channels, pre-

equalization, Wiener filtering.

1. INTRODUCTION

Joint optimization of transmit and receive filters for combat-

ting frequency selectivity and/or interstream interference in

MIMO or multiuser systems has been extensively studied (see,

for example, [1] and the references therein).

If we want to keep the mobile units as simple as possible,

then we may consider separate transmit or receive process-

ing. The transmit matched filter (TxMF), the transmit zero-

forcing filter (TxZF) and the transmit Wiener filter (TxWF)

are three linear precoding (or pre-equalization) structures that

combat frequency selectivity and/or inter-stream interference

and keep the receivers simple, because the only assumed re-

ceiver processing is a scalar scaling (see [2], [1] and the ref-

erences therein). This is particularly appealing in the broad-

cast scenario, where we want to keep the receivers of non-

cooperative users as simple as possible.

The TxWF outperforms the two other structures in terms

of mean-square error (MSE) and bit-error rate (BER). If the

channel matrix and the input and noise second-order statis-

tics (SOS) are perfectly known at the transmitter (due to, for

example, TDD or feedback information channel), then the

TxWF can be computed. If the channel and/or the noise SOS

are unknown at the transmitter, as it is usually the case, then a

common approach towards the design of the TxWF is to esti-

mate the unknown quantities and use the estimates as if they

were the true quantities.

In this work, we consider the case where the channel es-

timate is used for the design of the TxWF as if it were the

true channel and we develop a second-order approximation to

the associated excess MSE (EMSE). Furthermore, in the high

SNR cases, we derive a simple approximation to the EMSE

which provides significant insight into the operation of the

TxWF with a channel estimate. It turns out that, in the high

SNR cases, the EMSE is approximately proportional to the

minimum MSE (MMSE) with the proportionality factor de-

termined by the total transmit power and the length of the

training block.

Notation: Superscripts T , H and ∗ denote transpose, con-

jugate transpose and elementwise conjugation, respectively.

Re{·} extracts the real part of a complex number, symbol ⊗
denotes the Kronecker product and vec(·) denotes the vector-

ization operator.

The structure of the paper is as follows. In Section 2, we

present the derivation of the TxWF, assuming that the CSI

and the noise SOS are known at the transmitter and we give

the expression of the MMSE in this case [1]. In Section 3,

we develop a second-order approximation to the excess MSE,

assuming CSI estimation errors. In Section IV, we present

simulations that support our theoretical results.

2. THE TRANSMIT WIENER FILTER

We consider the pre-equalized, baseband-equivalent, discrete-

time broadcast channel, with nt transmit antennas and nr

non-cooperative receivers (with nr ≤ nt), depicted in Fig.

1 and described by the expression

ŝ = HP s + n (1)

where s is the nr × 1 input signal, P is the nt × nr pre-

coding matrix, H is the nr × nt channel matrix and n is the

nr × 1 additive channel noise. The i-th element of vector s
is the symbol intended for the i-th user. The input and noise
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Fig. 1. System model

vectors, s and n, are assumed to be independent, complex-

valued, circular, zero-mean, with covariance matrices Rs =
Inr and Rn = σ2

nInr , respectively.

Our aim is to find the TxWF P and the scalar β (with

β �= 1) that minimize the function

mse(P, β) := E
[
‖s − β−1ŝ‖2

2

]
(2)

subject to the transmit power constraint

E
[
‖P s‖2

2

]
= Etr. (3)

Function mse(·) can be analytically expressed as

mse(P, β) = tr(Inr
) − 2β−1Re {tr(HP )}

+ β−2tr(HPPHHH) + β−2tr(Rn).
(4)

The solution of this constrained optimization problem is given

by [2]

βo =

√
Etr

tr(P̃ P̃H)
(5)

and Po = βoP̃o, where

P̃o :=
(
HHH + αInt

)−1

HH (6)

and

α :=
tr(Rn)

Etr
. (7)

In [1], quantity α has been defined as inverse SNR.

Using the optimal values Po and βo in (4), it can be shown

that

mse(Po, βo) = tr
(
Inr

)
− 2Re

{
tr

(
P̃oH

)}

+ tr
(
HP̃oP̃

H
o HH

)
+ α tr

(
P̃oP̃

H
o

)
=: MSE(P̃o).

(8)

In the high SNR cases, an approximation that will be useful

in the sequel is [7]

tr
(
P̃oP̃

H
o

)
≈ 1

α
MMSE. (9)

3. COMPUTATION OF THE EXCESS MSE

In this section, we develop a second-order approximation to

the excess MSE induced by channel estimation errors.

We denote the channel estimate Ĥ and we define the chan-

nel estimation error as

ΔH := Ĥ − H. (10)

We assume that vec(ΔH) is zero-mean, complex-valued, cir-

cular, with covariance matrix

Rvec(ΔH) := E
[
vec(ΔH)vecH(ΔH)

]
= Σ. (11)

We denote with
ˆ̃P and β̂ the scaled TxWF and the Wiener

scalar computed by using the channel estimate as if it were

the true channel. The corresponding TxWF is P̂ := β̂ ˆ̃P . The

MSE associated with P̂ and β̂ is

mse
(
P̂ , β̂

)
= MSE

( ˆ̃P
)
.

Expansion of function MSE(·) around P̃o, yields

MSE( ˆ̃P ) = MSE(P̃o) + tr(ΔP̃HMSE′′(P̃o)ΔP̃ ) (12)

where ΔP̃ := ˆ̃P −P̃o and MSE′′(P̃o) is the second derivative

of the function MSE, evaluated at the point P̃o. From (8), it

becomes obvious that

MSE′′(P̃o) = HHH + αInt
. (13)

If we take expectation with respect to estimation errors in

(12), we obtain

EMSE( ˆ̃P ) := E
[
MSE

( ˆ̃P
)
− MSE

(
P̃o

)]

= E
[
tr
(
ΔP̃HMSE′′(P̃o)ΔP̃

)]

= E
[
tr

(
ΔP̃H(HHH + αInt

)ΔP̃
)]

.

(14)

In order to compute the EMSE, we must express ΔP̃ in terms

of the channel estimation error ΔH .

We start by providing a first-order approximation to ΔP̃
with respect to channel estimation error ΔH . If we use in (6)

estimate Ĥ as if it were the true channel, then we compute the

scaled pre-coding matrix

ˆ̃P =
(
ĤHĤ + αInt

)−1

ĤH . (15)

If we ignore products of error terms inside the parenthesis, we

obtain

ˆ̃P =
(
HHH+αInt

+HHΔH + ΔHHH︸ ︷︷ ︸
KΔ

)−1

(HH+ΔHH).

(16)

Using the first-order approximation [4, p. 131]

(A + ΔA)−1 = A−1 − A−1ΔAA−1 (17)
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definition (6) and ignoring products of error terms, we obtain

ˆ̃P = P̃o − (HHH + αInt
)−1(KΔP̃o − ΔHH).

Thus, a first-order approximation to ΔP̃ is

ΔP̃ = − (HHH + αInt
)−1

︸ ︷︷ ︸
A

(KΔP̃o − ΔHH)︸ ︷︷ ︸
Δ

. (18)

Having computed a first-order approximation of ΔP̃ as a func-

tion of the channel estimation error ΔH , we may proceed to

a second-order approximation to the EMSE as follows:

EMSE( ˆ̃P ) = E
[
tr

(
ΔP̃H(HHH + αInt)ΔP̃

)]

(18)
= E

[
tr

(
ΔHAΔ

)]
= E

[
tr

(
AΔ Inr ΔH

)]
(a)
= E

[
vecH(Δ)

(
Inr

⊗A
)
vec(Δ)

]
= tr

((
Inr

⊗A)E
[
vec(Δ)vecH(Δ)

])

(19)

where at point (a) we used expression [3]

tr(ABCD) = vecT (DT ) (C ⊗ A) vec(B).

¿From the definitions of Δ in (18) and KΔ in (16), we obtain

vec(Δ) = vec(HHΔHP̃o) + vec
(
ΔHH

(
HP̃o − Inr

))

= (P̃T
o ⊗ HH)︸ ︷︷ ︸

T1

vec(ΔH) +

(
(P̃T

o HT − Inr
) ⊗ Int

)
︸ ︷︷ ︸

T2

vec(ΔHH)

(20)

where we made use of

vec(ABC) = (CT ⊗ A) vec(C).

Using the commutation matrix Kntnr
[3, p. 9], we obtain

vec(ΔHH) = Kntnr
vec(ΔH∗)

yielding

vec(Δ) = T1vec(ΔH) + T2Kvec(ΔH∗)

where, for notational simplicity, the commutation matrix is

denoted as K. Thus, using (11), we obtain

EMSE( ˆ̃P ) = tr
(
(Inr ⊗A)

(
T1 Σ T H

1 + T2KΣ∗KHT H
2

))
.

After some algebra, using the definitions of the involved quan-

tities and properties of the Kronecker product and the commu-

tation matrix, the EMSE can be expressed as [7]

EMSE( ˆ̃P ) = T1 + T2 (21)

where

T1 := tr
(
(Inr ⊗A) T1ΣT H

1

)

= tr
((

P̃ ∗
o P̃T

o ⊗ HAHH
)
Σ

) (22)

and

T2 := tr
(
(Inr

⊗A) T2KΣ∗KHT H
2

)

= tr
((

A⊗ (H∗P̃ ∗
o − Inr

)(P̃T
o HT − Inr

)
)

Σ∗
)

.

(23)

3.1. Simplifications in the high SNR cases

In this subsection, we assume that the SNR is sufficiently high

and we derive a simple approximation for the EMSE.

Assuming that we have used optimal training, it can be

shown that the channel estimation covariance matrix is given

by [5, p.175]

Σ =
σ2

n

Ntr
Intnr (24)

where Ntr is the length of the training block.

For α � λmin(HHH), an approximation that will prove

useful in the sequel is ([4, p. 138])

tr
(
HAHH

)
=

nr∑
i=1

λi

(
HHH

)
λi (HHH) + α

≈ tr (Inr
) .

(25)

Starting with T1 in (22), we obtain

T1
(24)
=

σ2
n

Ntr
tr
(
P̃ ∗

o P̃T
o ⊗ HAHH

)

(25)
≈ σ2

n

Ntr
tr

(
P̃ ∗

o P̃T
o

)
tr (Inr

)

=
nr σ2

n

Ntr
tr

(
P̃ ∗

o P̃T
o

)

(9)
≈ nr σ2

n

Ntr

1
α

MMSE.

(26)

In order to compute T2, we use an expression analogous to

(25)

λi

(
(H∗P̃ ∗

o − Inr
)(P̃T

o HT − Inr
)
)

=
a2

(λi (HHH) + α)2
.

For high SNR, the above eigenvalues go to zero, yielding

tr
(
(H∗P̃ ∗

o − Inr
)(P̃T

o HT − Inr
)
)
≈ 0. (27)

Thus,

T2
(24)
=

σ2
n

Ntr
tr (A) tr

(
(H∗P̃ ∗

o − Inr
)(P̃T

o HT − Inr
)
)

(27)
≈ 0.

(28)
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Table I
Elements of channel matrix H

-0.0648+0.0388*j -0.0547+0.2974*j 0.2588-0.0954*j

0.4186+0.2072*j -0.5157-0.3955*j 0.3897-0.1856*j

We conclude that term T2 is negligible compared toT1, for

sufficiently high SNR. Combining expressions (21), (26) and

(28), we obtain

EMSE( ˆ̃P ) ≈ nr σ2
n

Ntr

1
α

MMSE

(7)
=

Etr

Ntr
MMSE.

Thus, in the high SNR cases

EMSE( ˆ̃P ) ≈ Etr

Ntr
MMSE. (29)

We observe that, in the high SNR cases, the EMSE is (approx-

imately) proportional to the MMSE, with the proportionality

factor being the ratio of the transmit power, Etr, to the length

of the training block used for channel estimation, Ntr.

4. SIMULATIONS

In this section we support our theoretical results with simula-

tions. We consider a broadcast system with nt = 3 transmit

antennas and nr = 2 non-cooperative receivers.

The filtering matrix H is a realization of a 2 × 3 ran-

dom matrix, with elements i.i.d. complex, circular, zero-mean

Gaussian random variables, normalized so that ‖H‖2
F = 1.

Its elements are given in Table I.

We set the transmit power Etr = nt. We assume that the

training block is composed of Ntr = 20 columns.

In Fig. 2, we plot the experimentally computed EMSE,

the theoretical second-order approximation (21), and approx-

imation (29). We observe that the experimental and theoret-

ical EMSE values practically coincide for SNR higher than

5 dB, while expression (29) is a good approximation to the

EMSE, especially at high SNR. Analogous results have been

observed in extensive simulations.

In [7], we have also considered the sensitivity of the TxWF

with respect to noise second-order statistics estimation errors.
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