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ABSTRACT

Recent technological advances in single photon detectors have
paved the way for laser-based interplanetary communications, tar-
geting data rates higher than those achievable in the radio part of the
spectrum. The development of photon counting receiver algorithms
speci c to this channel is required. In particular, Maximum Likeli-
hood (ML) Detection must incorporate the typical Bose-Einstein dis-
tribution of background noise photons. We overcome the unwieldy
expression of the ML detection metric by deriving an asymptotically
tight approximation, converging in variance, which is linear in the
data and whose coef cients can be explicitly calculated.

Index Terms— photon counting channel, quantum communica-
tion, laser, photon, maximum likelihood

1. INTRODUCTION

Optical channels can be classi ed as: (i) optical (high) intensity
channels [1], where the receiver is sensitive to the amplitude of the
optical eld; and, in the low-intensity regime, (ii) photon counting
channels, where the receiver records the times-of-arrival (TOAs) of
single photons. The recent development of a nano-technology super-
conducting single-photon detector (SSPD) [2] with a 2 GHz count-
ing rate, in contrast to the few KHz range of to-date APD detectors, is
paving the way for photon-based high-rate communications. SSPDs
are constituted by a nano-wire, cooled down to exhibit superconduc-
tivity. When a photon is absorbed, its energy heats the nano-wire so
that superconductivity is lost and a photon is detected. Interplane-
tary communications, traditionally dominated by radio technology,
constitute a possible application eld. In Mars exploration, the ex-
tremely low link budget resulting from the combination of power-
constrained spacecraft and solar system scale distances, requires
large radio telescopes to achieve reasonable data rates. In the last
few years, space agencies have conducted studies on the feasibility
of optical space communications as a promising candidate for high-
rate interplanetary communications. We address here the derivation
of a detection metric for photon counting receivers.

2. SIGNALMODEL AND ASYMPTOTICML

In the photon counting channel, the signal is modeled by the TOAs
of single photons, which conform to an inhomogeneous Poisson dis-
tribution, with each event a photon arrival. The simpler station-
ary (homogeneous) Poisson point process is characterized by its

This work has been nanced by the Spanish/Catalan Science and Tech-
nology Commissions and FEDER funds from the European Commission:
TEC2004-04526, TIC2003-05482, and 2005SGR-00639.

mean event density (ideally, each event has zero duration) as � �
����������������� with �� the observation time and ����� the
number of events in ��. The detector evaluates the absence/presence
of photons in a time bin of duration ��, such that if more than one
photon arrives within the interval ����� �� 	 
����, it is detected as
a single photon (with ����� � ������

���� � ��������� the proba-
bility that � Poisson points occur in an interval of duration ��). For
single-photon detectors, we consider the following complementary
events: (0-event) no photon has arrived in a time-bin of duration ��,
which occurs with probability �� � 	���� ; (1-event) more than one
photon has arrived in the given time-bin, which occurs with prob-
ability �� � 
 � 	���� . In nature, � is time-dependent and the
received signal must be modeled as an inhomogeneous Poisson pro-
cess: let ��
� 
	��� be the number of photons detected in �
� 
	���.
Then, the corresponding probability generating function is given by,
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We now link this to the usual formulation: let the received (noisy)
pass-band signal at central frequency �� be expressed as,
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with �	
� � �	�
�	��	�
� the complex equivalent baseband signal,
such that the instantaneous signal power is ��	�
���. For �	 ��
�� the effective signal bandwidth, the average number of photons
detected in an interval �
� 
	 � � is determined by the expression,
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with � Planck’s constant, � the ef ciency of the detector and the in-
tegral term the signal energy within the speci ed interval. Therefore,
for � � �, we may establish the useful relationship,
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The total equivalent baseband signal is the addition of a noise term
��
� plus the useful signal ���
�. The laser is a monochromatic
source that modulates the amplitude of ���
�. Therefore, we de ne
���
� to be real (random phases are translated to the noise, an ap-
proach equivalent to [3], but simpli ed) so that,
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and �����, ����� the thermal Gaussian in-phase and in-
quadrature noise components, such that ����� � ������ ��
���������	 �����
����	, with ����� and 
���� independent ex-

ponentially and uniformly distributed random processes, respec-
tively, with 
���� the relative phase difference between signal and
noise. The total mean arrival density ���� takes the form,
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We assume an SSPD of timing resolution ��. Hence, for given real-
izations ����� and �����, the �- and �-event probabilities in the -th
bin are calculated from (1) by setting � � �,
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������� ��	 � �� ������� ��	 (8)

so that the true �- and �-event probabilities for a given ����� are
expressed in terms of the expectation with respect to ����� as,
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We denote the sequence of detector outputs �� (�� � � indicates
the absence of detected photons in � � ���� � � �����). Let
� � ���� � � � � ���

	� and let �� be the number of bins. For sta-
tistically independent detector outputs (the detection of one photon
in one time bin does not affect the detection in other time bins), the
discrete probability mass function of � is expressed as,
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We examine the large sample behaviour of the argument of �����	,
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where we will establish the following stochastic convergence in vari-
ance: ��� � ��� ���� 	 � ��, with the variance of �� tending to
zero for �� ��. In this way, asymptotically,
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2.1. Stochastic Convergence Analysis

We provide only an outline for the convergence in variance of ��� ,
where �� � ��� ���� � ��� ���� 	�

� is compared with ��� ��
�
�� 	 for

�� � �. We de ne the zero-mean variables ���� � ���� �
��� �����	 and ���� � ����� ��� �����	, so that,
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where we assume that ������ ���
���, ������ ���

��� and
������ ���

��� are pairs of independent random variables for  �� �

as they depend on independent values of �����. Otherwise, the
stochastic convergence result is also true but the proof is omitted for
extension reasons. Therefore, ��
�� � ��� ��������

��	 � �� � Æ�
��

so that the cross term becomes
���

������ ������� � � and,
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with �� and �� the 0- and 1-event probabilities of �� , independent
of . Hence, �� is linear in ��. As ���� can be shown to grow in the
order of ��

� (it is not zero-mean), the proposition is proved.

2.2. Asymptotic Value of ��� ���� 	 and Signal Modulation

We evaluate ��� �����	 and ��� �����	 in ��� ���� 	, which requires
a de nition of the signal format. We assume that the laser is either
on or off over each time bin, so that ����� is de ned by,
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with ���� a rectangular pulse, ����� � ��� �	 the chip values, �
the vector of source bits, �� the chip period and ��� � ����� the
number of samples per chip, so that within a given chip, we have:
������ � ���������. If we set �� � �������, we can de ne the
following metrics,
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which are independent of , due to the stationarity of noise. There-
fore, as �� � ��� �	, we may de ne,
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which, for the signal part, does depend on . Hence,
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whence we may easily establish the Log-Likelihood Ratio (LLR)
between the hypotheses: �� � ��� �� �	������

(signal present)
and �� � ��� � �	������

(signal absent), as,
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In more general terms, and de ning �� � ��
� � ��
�, the LLR
between two different sequences �� and ��� is given by,
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The following two sections address the evaluation of �� in terms of:
(i) the mean arrival densities of noise and of the useful signal; and
(ii) the 0-event probabilities under active/inactive signal �����.
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2.3. Evaluation of ����

In computing ����, we need to consider the 0-event probabilities un-
der active (�� � �)/inactive (�� � �) signal. We assume a typical
approximation where ����� � ��, ����� � � and ����� � �� in (6)
are constant (but random) over each time bin. Integrating (6) we get,� �������

���

������ � �� �� � 	
�
��� 
�� � (21)

where � � ���� and �� � ���� constitute the average photon
count of noise and signal within each time bin, respectively, and
� is independent uniformly distributed over �� 		�. We saw that
����� � �
���������� � ��

�����, with ����� and ����� indepen-
dent Gaussian distributed. Therefore, �� is ��-distributed with two
degreees of freedom (exponentially distributed), and so is �. Hence,
� � ������� , with �� and �� independent Gaussian random variables
of variance �� and � � �� �� � 	��, with the pdf of � given by,
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From (7) and (15), we have ���� � �� (average number of photons
in �� in the absence of the useful signal), where � is to be derived
from the 0-event probabilities when the signal is inactive: �� � ��
�� � �. Hence, the probability of not detecting a photon becomes,
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Therefore, ���� � �� � ������ and � � ���� � �. Note that if a
training sequence is used, this expression also serves as an estimator
of � in terms of the measured ��. Otherwise, the formulation of the
ML estimator of � and �� leads to a non-linear equation system.

2.4. Evaluation of ���� and ����

���� is calculated as ���������. We will rst compute ����, the 0-
event probability under an active signal: �� � � � �� � ����.
Hence, ���� � ���
 �������� �� � 	

�
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�� ���� becomes,
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with �� � ��� and using � � ������� and ��� � ����� as mentioned
before (22). De ning ��	��� � � � ��	��,
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But it follows that, as � � 	��, we get ��� � �
�
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��� ����. Hence,
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which, combined with (23), yields �� � ���� �����������. From
(7), (15) and (21), we have ���� � ��� ��, and hence,
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The computation of ���� is, by far, the most dif cult. We have,
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We set � � ��. Hence, �� � 	��� and,
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which is related with Laguerre polynomials ����� as ������ �
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Changing variables: ���� � ���� � ���	, we get,
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which yields,
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Hence, combining (23),(28) and (33), we have established that ��
and ���� can be used to determine both ��� ��� and �������.
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3. DETECTION PROBABILITIES AND RESULTS

In this section, we compute and experimentally verify the detection
probability of the signal versus noise hypothesis. In the large sample
regime, ��� ���� � becomes asymptotically Gaussian, so that only the
rst- and second-order statistics of �� are needed for establishing

the detection probabilities. We de ne �� � ��� ���� � �� , with
�� � ����� ����� � � ��� ����� an equivalent uncorrelated zero-
mean noise sequence. The power of �� becomes,
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De ning �� � ��� ��� � ���� � �� for � � ��� ��, we have,
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where from (23) and (27), we establish that,
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From (34) and (35), and using �� � ��� ��, the covariance becomes,
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with ��� � ���� � ���. Setting � � ��� � ������  � in (20),
and using (35) for �� � ��� ���� � �� , we have,
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To test the signal versus noise hypothesis, we set ��� � �. Hence, for
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� ������ � ���� � � , with � an asymptotically

(for large ��� ��) zero-mean Gaussian noise term, of power ��	 �
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It is important to note that this expression is only valid in those
ranges where the cumulative probability distribution of 
 can be ap-
proximated to that of a Gaussian (which excludes the extreme values
of 
). In fact, � cannot not be an arbitrary value. Generally, when
testing �� versus ��� using (38), it can be shown after lengthy calcu-
lations that the probability of error is �� � 
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� the number of
common active signal bins. When each sequence has the same num-
ber of active bins: 	� � 	�� , it reduces to the simpler expression,
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with associated metric ����� � ���
���

������ � ����� such that
knowledge of � becomes irrelevant. In conclusion, for a sequence set
whose members share the same Hamming weight, the previous LLR
is equivalent to applying the sequence matched lter to the detector
outputs � for all members in the set, and this is asymptotically ML.
When the dependence on � and �� is made explicit in (40-41), the
error rates do not solely depend on the signal to noise ratio ����
as is usual in radio communications, but the relationship is more
complex. Equation (41) sets the basis for computing the achievable
rates (i.e., the ���

�
-size of the set of sequences ��) under a given ��.

Finally, [4] is and interesting reference for photon detector arrays.
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Fig. 1. [Left] Probability of detection error (40) and [Right] proba-
bility of error (41) versus �� for a length of 200 chips (3 bins/chip)
for several �: ��� � � � ��� in steps of ���. The theoretical pre-
diction (noughts) closely agrees with the experimental probabilities
(crosses) measured from sets of 4000 runs. Note that for 200 chips,
the optimum detector is far too complex for implementation.
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