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ABSTRACT

Transmit-reference (TR) schemes are commonly used only in low
data rate ultra-wideband (UWB) systems because of many restric-
tions on the pulse spacing, frame and symbol periods (should be
longer than the channel length). This paper extends our previous
research that tries to remove these restrictions to enable a higher
data rate application in a multiuser context. Based on the fact that
most UWB channels are highly uncorrelated, we can formulate a
CMDA-like signal processing model for an asynchronous multiuser
system. Blind and iterative algorithms are derived, of which the per-
formances are compared and veri ed in simulations.

Index Terms— UWB,multi-user separation, transmit-reference

1. INTRODUCTION

Since rst introduced in [1], the transmit-reference (TR) scheme has
received special attention as a low complexity, low data rate candi-
date for ultra-wideband (UWB) communication systems. The main
advantage of a TR scheme is that, by transmitting pulse pairs and
using a correlation receiver, we do not have to estimate the indi-
vidual channel taps but gather the total channel energy to detect a
single symbol, which will greatly reduce the receiver’s complexity.
However, this also implies a very low data rate since no inter-frame
interference (IFI) and no inter-pulse interference (IPI) is allowed.

In [2], we have proposed a TR-UWB scheme that allows both IFI
and IPI. The delay D between two pulses in a doublet was chosen
much smaller than the frame period Tf and the channel length Th,
and Tf < Th. By imposing these conditions, the frame rate can be
at least three times higher than other TR-UWB schemes that often
assume D > Th and Tf > 2D + Th to prevent IPI and IFI. The
main idea is that by using integrate and dump, and oversampling to
get P samples per frame instead of sliding window, we divide the
channel into P unknown parameters called energies of the channel
segments. This will help us maintain the low sampling rate nature
(much lower than the Nyquist rate) of the original TR-UWB scheme
and enable higher data rate applications. In [3], we also dealt with
the narrowband interference problem for this scheme.

A signal model based on second-order Volterra systems is de-
veloped in [4] that considers IFI in frame differential UWB systems
but the algorithm’s complexity quickly grows in longer (and more
practical) UWB channels and in multiuser context. In [5], the pro-
posed multiuser TR-UWB accepts IPI but no IFI, and assumes per-
fect frame synchronization. In this paper, we extend our work to
a multi-user context that allows both IPI and IFI. The simple data
model developed previously for the single user case is now extended

∗This research was supported by NWO-STW under the VICI programme
(DTC.5893).

c21 = −1c12 = −1c11 = 1

frame

Tf

D

c22 = 1

symbol
s1 s2

Fig. 1. Pulse sequence structure

to a multi-user data model. Based on this signal processing data
model, blind and iterative receiver algorithms are straightforwardly
derived, of which the performance comparisons are shown in simula-
tions. Again, by using integrate and dump, and oversampling, users
are allowed to transmit signal asynchronously (with known users’
offsets at the accuracy of the sampling period) as a CMDA-like sys-
tem in [6], [7].

2. DATA MODEL

2.1. Setup

Consider a multi-user TR-UWBsystem whereK asynchronous users
transmit blocks of Ns symbols with a known (relative) offset Dk ,
each symbol consists of Nc frames (similar to “chips” in long code
CDMA). The frame period Tf can be smaller than the channel length
Th, which means that there are inter-frame interferences (IFIs). All
the users’ channels are typical UWB indoor channels, with channel
taps that are assumed highly uncorrelated. A pair of pulses (dou-
blet) is transmitted at the start of each frame, in which the rst pulse
is kept xed as the reference and the second pulse, delayed by D
seconds, carries information (the frame/chip value) in its polarity.
Here we choose the delay between two pulses D in a doublet to be
very small compared to the frame period and the channel length, i.e.
D � Tf < Th. The structure of the transmitted pulse sequence by
a user is illustrated in Fig. 1.

At the receiver, we use a simple correlator followed by an “inte-
grate and dump” operator as shown in Fig.2. The oversampling rate
P = Tf /Tsam is chosen such that there is at least one sample per
frame, where Tsam is the sampling period, much smaller than the
frame period Tf and the symbol period Ts.
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Fig. 2. Autocorrelation receiver

2.2. Single user

For simplicity and clarity, we rst derive the data model for the sin-
gle user case as in [2]. The received signal at the antenna output for
a block of Ns symbol s is

y(t) =

NsX

i=1

NfX

j=1

[h(t−(ij−1)Tf )+sicijh(t−(ij−1)Tf−D)] (1)

where h(t) = hp(t) ∗ g(t) ∗a(t) is the convolutional product of
the physical channel hp(t), the UWB pulse shape g(t) and the an-
tenna template a(t); s = [s1 · · · sNs ]

T is the source symbol vector,
si ∈ {+1,−1}; and ci = [ci1 · · · ciNf

]T is the code vector for the
i-th symbol si, cij ∈ {+1,−1}.

At the multiplier output, the signal x(t) = y(t)y(t − D) will
be integrated and dumped at the oversampling rate P = Tf /Tsam.
Due to uncorrelated channels, the cross terms can be ignored, and the
data model in [2] can be easily extended to include the “code” terms
cij . The resulting discrete samples x[n] =

R nTsam

(n−1)Tsam
x(t)dt, n =

1, · · · , (NsNf −1)P +Th/Tsam are stacked into a column vector
x, which can be expressed as (see Fig. 3)

x = Hdiag{c1, · · · , cNs}s + noise (2)

whereH contains shifted versions of a “new” channel vector h,
with entries

h[n] =

Z nTsam

(n−1)Tsam

h2(t)dt k = 1, · · · , Th/Tsam

So h[n] is actually the energy of the n-th segment of the channel
h(t). Here we replace the continuous channel with thousands of
channel taps, by only Th/Tsam new channel parameters in vector h.

The data model in (2) can also be rewritten in another form

x = C(I⊗ h)s + noise (3)
where C is the code matrix of size ((Nf Ns−1)Tf+Th)/Tsam×

(ThNs)/Tsam, with entries taken from ci and structure illustrated in
Fig. 3.

2.3. Multiple delays

In the previous section, we used a single delay to simplify the math-
ematical expressions and the receiver structure. However, this will
cause spikes at 1/D frequency intervals in the spectrum of the re-
ceived UWB signal, which may con ict with the FCC spectrum
mask. To avoid this problem, the delay between two pulses in a dou-
blet can be made to vary from frame to frame, of which the pattern is
known. To match all delays, multiple banks of correlation receivers
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Fig. 3. The data model

are used. The signals at the outputs are added together before being
processed in the DSP block.

Since the channels are uncorrelated, we have the same result-
ing data model as in (2) and (3), which is independent of the delay
value(s). In this case, the role of multiple delays is merely to smooth
out the signal’s spectrum.

2.4. Multiple users

Now we derive the data model for an asynchronous multi-user sys-
tem where each user is characterized by a code matrix Ck, channel
vector hk and a known offset Dk . Since each user goes through a
different channel, we can safely assume that two different channels
are uncorrelated, which means that all the cross-terms between two
users’ channels are noise-like. Therefore, the received signal will be
modeled as

x =
KX

k=1

Hkdiag{ck1, · · · , ckNs}sk + noise

=

KX

k=1

Ck(I⊗ hk)sk + noise

where Hk, Ck are the channel matrix and code matrix for the
k-th user, both of which include the offset Dk . The multi-user data
model can be straightforwardly derived as

x = CHs + noise (4)

where C = [C1 · · · CK ] is the known code matrix;H = diag{I⊗
h1, · · · , I⊗ hK} is the unknown channel matrix, in which hk con-
tains the unknown channel coef cients; and s = [sT

1 · · · s
T
K ]T con-

tains the unknown source symbols.

3. RECEIVER ALGORITHMS

3.1. Single user algorithm

In certain cases, we only need to focus on a single user while treat-
ing all other users’ signal as interference (MUI). We can use the
same iterative algorithm proposed in [2], which can converge rapidly
with a good initial channel estimate. Here blind algorithms are in-
troduced as the initial estimate by exploiting the “code” structure
in data model (3), assuming that the code of the user of interest is
known.
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If the symbol period is chosen longer than the channel length,
i.e. Ts = Nf Tf > Th, we can implement a blind algorithm by
multiplying both sides with the left-inverse of the code matrix C,
giving

x
′ := C†x ≈ (I⊗ h)s (5)

Restack vector x′ into a matrixX
′ of size (Th/Tsam)×Ns, we

have

X
′ ≈ hs

T

Subsequently, the channel vector h and the source symbols s are
found, up to an unknown scaling, by taking the rank-1 decomposi-
tion (SVD) ofX′.

Alternatively, a “matched lter” algorithm can be similarly im-
plemented by replacing C† with CT in (5).

3.2. Multi-user algorithms

The data model in (4) suggests that we can apply existing results
in CDMA literature in the receiver of this TR-UWB scheme. The
only difference is that the “channel matrix” H consists of energies
of channel segments, instead of the channel ngers in CDMA.

The algorithms can be straightforwardly derived as in [7], [6].
Some constraints are needed for the code matrix C or CH to be left-
invertible. If orthogonal codes are used, the simple “matched lter”
algorithm can achieve a good performance. Other blind techniques
proposed in [8, 9] for long-code CDMA can be applied. However,
we only focus on some simple blind and iterative algorithms to re-
duce the receiver’s complexity.

3.2.1. Blind algorithm

When the codes and the offsets are known, the C matrix in (4) is
completely known. By premultiplying both sides of (4) with the
left-inverse C† or with CT , we reduce the multiple users problem
intoK separate single user problems. Similar to section 3.1, we can
blindly estimate both the source symbols and the channel coef cients
of all users. This can be used as the initial estimate for the iterative
algorithms discussed next.

3.2.2. Iterative join source-channel estimation

The data model in (4) is expressed in the “code” by “channel” by
“data” form: x = CHs, where H = diag{I ⊗ h1, · · · , I ⊗ hK}
and s is the stacking of all users’ source symbols si. By using a
simple property of the Kronecker product, we can rewrite the model
in the “code” by “data” by “channel” form: x = CSh, where S =
diag{s1⊗ I, · · · , sK⊗ I} and h is the stacking of all users’ channel
coef cient vectors hi. This allows us to implement an alternating LS
algorithm to iteratively estimate the source symbols and the channel
coef cients of all users.

With an initial channel estimate h
(0), for iteration index k =

1, 2, · · · until convergence,

• keep the channel h(k−1) xed, construct H matrix, estimate
the source symbols

s
(k) = (CH)†x

• keep the source symbols s
(k) xed, construct S matrix, esti-

mate the channel coef cients

h
(k) = (CS)†x
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Fig. 4. Channel MSE vs. SNR performance for CM1

After iterations, step 1 is repeated once more to get the nal
estimate of the source symbols. Hard decision can be used in step 1
to further improve the performance.

Although this is an iterative algorithm that uses matrix inversion
operations (CH)† and (CS)†, it was shown in [7] that, by exploiting
the sparse structures of these matrices, we can ef ciently implement
these operations. In the next section, we will show how much im-
provement can be achieved from the blind algorithm to the iterative
algorithm, with just one or two iterations.

4. SIMULATION RESULTS

We simulate a multi-user TR-UWB system with K = 3 equal-
powered users transmitting pulse pairs (Gaussian monocycles of width
0.2 ns, spacingD = 0.5 ns). These doublets are arranged into blocks
of Ns = 10 symbols, each symbol consists of Nf = 10 frames of
duration Tf = 40 ns. We use the IEEE channel models (CM1,
CM2) which are always longer than the frame period, implying that
inter-frame interference (IFI) does exist. The non-ideal antenna ef-
fect is also included, i.e. a measured non-ideal antenna response is
convolved with the channel.

The received signal is integrated and dumped at oversampling
rate of P = 10 samples per frame, which means the sampling period
is Tsam = Tf/P = 4 ns. Since oversampling is used to resolve
IFI problem, it is obvious that the more samples we get (per frame)
the better resolution and performance the algorithms can achieve.
However, due to the limits of practical ADCs, the sampling rate can
not be arbitrarily high. The choice of sampling rate is the system’s
tradeoff between performance and complexity. The fact that we can
change the sampling rate at will is another advantage of this scheme.

All the users’ symbols and codes are generated randomly. A
random offset (but known) at the Tsam level is assigned to each user.
100 Monte Carlo runs are used to compare the BER vs. SNR and
channel MSE vs. SNR plots between the blind algorithm and the
iterative algorithms that use the blind algorithm as the initial channel
estimate. The reference curve is the zero-forcing receiver when the
channel coef cients are completely known. Here, SNR is de ned as
the pulse energy over the noise spectral density, and channel MSE is
de ned as the mean square error of the channel coef cient vectors
(not the individual channel taps).
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Fig. 5. Channel MSE vs. SNR performance for CM2
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Fig. 6. BER vs. SNR performance for CM1

In Fig. 4 and Fig. 5, it is shown that the iterative algorithms have
about 2-3dB gain for CM1 and 4-5dB for CM2 over the initial blind
algorithm, which will help improve the BER performance.

From Fig. 6 and Fig. 7, we can see that although the blind al-
gorithm can work well under relaxed conditions, e.g. longer symbol
period or higher sampling rate, it seems to have a ooring effect in
the high SNR region in higher data rate applications. However, the
iterative algorithms do eliminate the effect. The gain increases as
SNR increases. The reason is that, in the iterative algorithms, we ap-
ply the pseudo-inverse of a much taller matrix (CH)† instead of C†.
However, the iterative algorithms still have about 2-4 dB gap com-
pared to the “optimal” curve when the channel vectors are known.

5. CONCLUSIONS

Taking into account the practical and the standard (IEEE) channel
data, i.e. highly uncorrelated channels, we have established an ap-
proximate and simple data model that allows IFI and can be easily
extended to the multi-user case. Based on the multi-user data model,
receiver algorithms are derived in a CDMA-like context, in which
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Fig. 7. BER vs. SNR performance for CM2

the iterative algorithms can achieve a good performance with only a
few iterations. Existing techniques can be used to invert such sparse
matrices to reduce the receiver’s complexity.
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