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ABSTRACT

In this paper, the performance of optimummaximum-likelihood
(ML) receiver is analyzed for the Decode-and-Forward (DF)
cooperative communication protocol in wireless networks. A
closed-form Bit-Error-Rate (BER) analysis is presented for
the DF cooperative protocol with BPSK modulation and with
ML detection at the destination. To further understand the re-
sult, we develop an approximation for the BER analysis in a
special scenario. Simulation results are presented to validate
both the closed-form BER expression and the approximation.

Index Terms—Cooperative communications, decode-and-
forward protocol, optimum ML receiver, BER analysis.

1. INTRODUCTION

Cooperative communications in wireless networks has attracted
considerable attentions in recent years [1]–[7] as it can sub-
stantially enhance the network performance, in which multi-
ple users in a wireless network can help each other and coop-
eratively send information to destination. There are two fun-
damental user cooperation strategies [1]–[5]. Each relay user
may simply amplify source user’s signals and forward them
to the destination, which results in an Amplify-and-Forward
(AF) cooperative protocol, or the relay user may decode the
received signals and forward the decoded information to the
destination, which results in a Decode-and-Forward (DF) co-
operative protocol.
Many works have been carried out on analyzing the per-

formances of the DF cooperative protocol with coherent de-
tection [1]–[6] and non-coherent detection [7]. Since the re-
lay user may decode the received signal incorrectly, there may
be error propagation from the relay to the destination. When
the Maximum-Ratio-Combining (MRC) is used to combine
the signal from the
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 � �  
 � � �
(

� � �
) link

and the signal from the � � �  � � � � 	 
 � �  
 � � �
( � � �

)
link, the performance of the MRC receiver may be severely
degraded if the error propagation from the relay to the des-
tination is not negligible. Fortunately, it has been shown in
[6] that if an optimum maximum-likelihood (ML) receiver
instead of the MRC receiver is deployed at the destination,
the system performance can be signi cantly improved. A
piecewise-linear (PL) approximation method was proposed

Fig. 1. A simpli ed cooperative communication model.

in [6] to understand the optimum ML receiver and a perfor-
mance upper bound was developed, but a closed-form anal-
ysis for the optimum ML receiver still remains open. In [7],
based on the PL approximation method, the performance of
a non-coherent DF cooperative protocol with an ML receiver
was analyzed in case of the Binary-Frequency-Shift-Keying
(BFSK) modulation.
In this paper, we try to analyze the performance of the

optimum ML receiver for the DF cooperative protocol with
coherent detection. We provide a closed-form Bit-Error-Rate
(BER) analysis for the optimumML receiver with the Binary-
Phase-Shift-Keying (BPSK) modulation. We also develop an
approximation for the closed-form BER expression under a
special scenario which helps us further understand the per-
formance of the optimum ML receiver. Simulation results
validate the closed-form expression and the approximation.

2. SYSTEMMODEL AND OPTIMUMML
RECEIVER

We consider a simpli ed cooperative communication system
with one source, one relay and one destination as shown in
Fig. 1. The system deploys the DF cooperative protocol to
send information that can be speci ed in two phases. In Phase
1, the source transmits its information which is received by
both the relay and the destination. The received signal at the
relay and the destination

� � � �
and

� � � �
can be modeled as

� � � � � � � � � � � � � �  � � � ! (1)
� � � " � � � � � � � " � �  � � " ! (2)

where # $ is the transmitted power by the source, % & ' ( ) * ( +
is a BPSK information symbol,

� � � �
and

� � � �
represent the

additive white noise at the relay and destination respectively.
In (1) and (2), , � � �

and , � � �
are channel coef cients of the
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� � � � � � � � � 	 
 �
(

� � � ) and � � �
links respectively.

Then in Phase 2, the relay decodes the received signal and
forwards the decoded information

� to the destination. Note
that the decoded information

� may be incorrect. The signal
received by the destination

� � � �
can be modeled as

� � � � � � � � � � � � �� � � � � � � (3)
where � � is the transmitted power by the relay, � � � �

repre-
sents the additive white noise at the destination. In (3), � � � �
represents the channel coef cient of the � � �

link. The
channel coef cients �  � �

, �  � �
and � � � �

are modeled as inde-
pendent, zero-mean real Gaussian random variables with vari-
ances

� � � � , � � � � and � �� � � respectively. The noise �  � �
,

�  � �
and� � � �

are modeled as zero-mean real Gaussian random vari-
ables with variance � � .
The optimum ML receiver at the destination for the DF

cooperative protocol is [6]
� � � � � 	 � ! � � � � � � � 


� � � � � � 	 � ! � � � � � � � 
 "� " � � (4)

Note that the probability of decoding in error at the relay is� � � � � � " 	 � ! � � 	� � � (5)

where � �  � � #� � � � �� � � � �� �  
. Assume that the source sends

out the symbol  � $ , the instantaneous error probability at
the destination can be developed as

� !" � � # $ � � " � ! � � � ! � �� � % & ' # � � � � � � 
 (  � ) * � + , - . / , - .0 �� � � � 
 � � (  � ) * � + , - . / , - .0 � 1 1 �
(6)

It is very challenging to calculate the overall system BER us-
ing (6) directly. We try to develop a closed-form error prob-
ability based on the tight PL approximation [6, 7]. Specif-
ically, the PL approximation simpli es the function 2 � % � �3 4 5 6 7 # � 5 8 9 �7 # � 5 8 6 5 9 � as: ; < � = 
 � > � ? � = @ � ? A= � � ? % = % ? A? � = B ? �

(7)

where C � 3 4 # � 55 .
3. PERFORMANCE ANALYSIS

In this section, we rst develop an instantaneous error prob-
ability for the optimum ML receiver based on the tight PL
approximation in (7). Then by averaging it over all the fading
channels, we can get a closed-form BER expression for the
optimum ML receiver. Finally, we approximate the closed-
form error probability in a special scenario.

3.1. Closed-Form Analysis

Based on the tight PL approximation (7), we can decompose
the error probability expression (6) as

� !" D � !" �

; <
� � � E % � ? 
 � � F % � ? 


� � � E % ? 
 � � F G ? 
 � � � E % F � � ? % F % ? 
 � (8)

where H � � � I J K L - . M L - .N � and O � & � � I � K , - . M , - .N � . Accord-
ing to (2), H is a real Gaussian random variable with mean� I J M � L - .N � and variance P I J M � L - .N � . From (3) and (5), the pdf of O ,
denoted as 2 Q � � � , can be given by�R S T � � � �� � �

� � � � � 
 (  U + 0 � V � * � / �, - . W �X * � / �, - . 0 � � � (  U + 0 � Y � * � / �, - . W �X * � / �, - . 0 � � � (9)
Thus, the error probability (8) can be evaluated as

� !" �

; <
� Z " � Z � � Z [ � (10)

where Z " � \  ] ^
: _ � � 
 ` � \  ] ^

: a � � 
 ` � �Z � � \ ] ^
: _ � � 
 ` � \ ^]

: a � � 
 ` � �Z [ � � � � � 
 � b � � 
 � � � b � � � 
 �

in which 2 c �  � and 2 Q � � � are the pdfs of H and O respec-
tively, and� b � = 
 � � �S T R � " � � � �! � � � �� � �d \ ] ] \ e ^ (  U f 0 � Y � * J / � L - . W �X * J / � L - . 0 � (  U + 0 � V � � * � / �, - . W �X * � / �, - . 0 � ` � ` � �
We average � Mg � I h over the fading channels �  � �

, �  � �
and

� � � �
to nd the error probability of the optimum receiver as

� " �

; <
� i i i � Z " � Z � � Z [ 
 (  J� j / � L - ,k �L - , l / �, - .k �, - . l / � L - .k �L - . m ` � ! � � ` � � � � ` � ! � �R S T [ n �! � � n �� � � n �! � �

�
(11)

To calculate the above average error probability, we need the
following two lemmas.

Lemma 1 For any constants o p q and r p q , we have\ ^ ^ �	 = 	 (  s J� �  t u � ` = � v (  � ) s t \ ^b (  u �w = � � v � x y ` = � (12)

Lemma 2 For any constant z p $ , we have\ ^b \ e ^ ( f Y { f { |�w = � � 	 � 	 } (  u � ` � ` =
� ~ i � � �b � � � 
 ( + U J V | W� � � � � � ` � � � @ � Ai � � �b � � � 
 ` � � i � � �b � � � � 
 � � � (  + U | Y J W� � � � � � 
 ` � � � G � �

where � � � 
 � �� � j � l � m j � l | V �| � � � � � m .
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The proofs of Lemmas 1 and 2 follow from a series of
changing variables and representing the Q-function as � � � � �

�� � � � �� � � 	 

 � �  
 � � � . Due to the space limitation, the details
are not included. With the two lemmas, we are ready to de-
velop a simpli ed calculation of the averaging error probabil-
ity over the fading channels. We have the following results.
Theorem 1 Averaging � � over the channels, we have

� � � � �� � � � 	 �� � � � �� � � � �� � �
� �� � � �� � � � � �  
 � � !
 " 
� � ! � �  
� � !
 " 
� � ! # 	 � � � # 	 � � �


 
 � � � � $ % � � � & % � � $ � � % � &  � � $ � & 
 
 � � � � $ � � � & % � � $ % � � % � &  � � $ % � &  � (13)
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 � 
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 9 & $ �  - �� 5  5 � � 1 2� �  
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 : !� 4 /  �  "� 4 / % � ; � � 
/ � % � � � 0 � �� 1 � 3
 � �  
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(14)
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 9 # 7 , " 
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 � 
� � ! .� � � � A $ Due to space limitation, we sketch only the cal-

culation of averaging the channels � � � �
and � � � �

on � � � � � .
Averaging on � � � � � � takes a similar procedure. First, we re-
form the integration of � � � �

on � � � � � , i.e., � B � � !% � C � D , as follows� � � � !& � ' � ( 
 �� � � � �� � �
� �� � � E� � �F 	 F � � 0 	 G 
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 � - � 
 # � � � � � (15)

where � � � � � �� � � and 	 � � �
 � � � �
 � �� �  . By Lemma 1, substi-
tuting � and 	 into (12), we have

� � � � � � � � � �
�� � � � �

� � 	
� �� � �� � � � �  �  � ��! � � 
 " � " # � � � � � � � � � $ (16)

According to Lemma 2, (16) can be further shown as�				
 				�
�% �

&
 �� �  ' & (

�� ) * + , � - . � / � � 0� 1 2 3 � 4 � 5 � � 6 7 8
�% �

&
 �� �  � ' & (

�� ) * + , � 5

 ' & (

�� ) * 9 + , * + 9 � � - . � � � � 0� 1 2 3 � 4 , � 5 � � � � � � (17)

Similarly, integrating � � � � �� � � � 	 over the channel � � � �
, we have


� �  � �� 	 

� �� � � �� � � � � � �� � � � �� � � 	 
 � � � � � � � � � � �  �! � � " �# � �  �! � � � � � �  �! � �� $ �! � � % � % � � 	 
 � (18)

Substituting the result (17) into (18) and going through the
same procedure as shown above, i.e., using Lemma 1 and
Lemma 2 again, we have the result in Theorem 1.

Theorem 2 Averaging � � and � & over the channels, we have
 � � � !' 	 � ( � 
�  � � �� 	 
 � �� 	 


� �� � � �� � � � � �  � � � �� $ �� � � � �  �! � �� $ �! � � % � � 	 
 % � � 	 
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 - �(19)
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� � � � 	 ) * + 
, � 
 - � � � � 	 ) * + , � � . 
 -
�  � � 	 ) * + , � � 
 - �  � � 	 ) * + , � � . 
 - � (20)

where � � � � & � � � � , / � , / 
� are speci ed in Theorem 1, and
	 ) * � � 0 - � � � �, � � � � � � 1 "� 2 3 4 � 5� * � � 0 - * � � � 6 7� � � � � 8 - % 8 � (21)

The proof of Theorem 2 follows a similar procedure as
that for Theorem 1 in which we use Lemma 1 and Lemma 2
repeatedly to nd the result.

3.2. BER Approximation

In the following, we try to approximate the closed-form BER
expression in order to further understand the performance of
the optimum ML receiver. We consider a special scenario
that the relay is close to the source which implies that the
variance of the

� � � link
9 &� � � is much larger than that of

the
� � �

and � � �
links. We consider an equal power

strategy, i.e., � � : � & : � , and assume that the � � �
and � � �

channels have the same channel statistics, i.e.,9 &� � � : 9 &� � � � 9 & . When the transmitted power � is high
enough, the decoding error at the relay � � ; , then the rst
two terms � � and � & in (10) can be approximated as

� � � � & � < � = � � � � � � � � �> ? (22)

where < � = � ? : < �  & @ � � !
. Thus, averaging over the fading

channels, we have

A �� � A �� � B � * C
D ( " � � � � "

#
- � �  � � � �� $ � � �  � � � !� $ �� � ! % � � 	 
 % � � 	 ��  E � � � �� 	 � $

F � �  � � 	 � � �
(23)
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Fig. 2. Comparison of the BER simulation results and the
closed-form expression for the optimum ML receiver. As-
sume that

� �� � � � � �� � � � � �� � � � � .
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Fig. 3. Comparison of the BER approximation with sim-
ulation results for the optimum ML receiver. Assume that� �� � � � � � � and � �� � � � � �� � � � � .
Note that when the transmitted power � is high enough,

the two constants � � � � and � �� � � . Thus, we have

�
�� � � 	 
 � � 	 � � � � � � 
 � �� � �
 � � � 
 � 	 �� � � � �� 	 � �

� �� � � � � � � �
�  � � � � � �  � � � � �

(24)

where � � � � � �� � � �� �
� 	 
 � � � 	 
 � �

 � 	 
 � � � � � � � � � � � � � � � � � � � � � � � is a con-
stant, and � � � � � �	



� � � � � � � � ��  � � ��  ��



� � � � � � in which we de-

note
� � � �� � � � � � � 	 for simplicity.
Therefore, the closed-form BER expression can be sim-

pli ed as the sum of (23) and (24). Note that the BER ap-
proximation decreases with respect to � which is expected
for a system with two independent channel links of each with
a real Gaussian distribution.

4. SIMULATION RESULTS

We compare rst the simulation result of the optimum ML
receiver with a numerical result based on the obtained closed-
form BER expression. We assume that the fading channels

have the same variance (
� �� � 	 � � �� � 
 � � �	 � 
 � � ) and the vari-

ance of the additive white noise is one, i.e., � � � � . From the
simulation results in Fig. 2, we can see that the curve based
on the closed-form BER expression matches closely with the
simulation curve in all range of the considered SNR which
validates the theoretical analysis.
We also compare the BER approximation with simulation

results in the special case that the relay is close to the source
(

� �� � 	 � � � � and � �� � 
 � � �	 � 
 � � ). From Fig. 3, we observe
that the BER approximation is loose at low SNR, but tight at
high SNR. It merges with the simulation curve at a system
BER performance of � � � � . We can also see that the numeri-
cal result based on the closed-form BER expression matches
again with the simulation result in this case.

5. CONCLUSION

In this paper, we present a closed-form BER analysis for the
optimum ML receiver for a coherent DF cooperative protocol
with BPSK modulation. We also develop a BER approxima-
tion in a special case that the relay is close to the source to
further illuminate the system performance. Note that we con-
sider only BPSK modulation in the paper for simplicity. A
natural future research is to extend the analysis to other mod-
ulation schemes such as PSK and QAM modulation.
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