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ABSTRACT
In modern DSL networks, crosstalk between different DSL lines in
the same cable bundle is a major source of performance degrada-
tion. By balancing the transmit power spectra, also referred to as
multi-user power control, the impact of crosstalk can be minimized
leading to spectacular performance gains. In this paper a novel low-
complexity spectrum balancing algorithm is presented. Its perfor-
mance is compared to optimal spectrum balancing for multiple-user
scenarios and it is seen to yield similar results but with a huge reduc-
tion in complexity. Moreover, by the use of a Spectrum Management
Center and limited message-passing the algorithm can be executed in
a distributed fashion, which is a great asset in current DSL networks.

Index Terms— Digital subscriber lines, crosstalk, dynamic spec-
trum management, MIMO systems, optimization methods

1. INTRODUCTION

The ever increasing demand for higher data rates forces DSL systems
to use higher frequencies, up to 30 MHz for VDSL2. At these fre-
quencies, electromagnetic coupling becomes particularly harmfull
and causes crosstalk between lines operating in the same cable bun-
dle. This crosstalk, typically 10-20 dB larger than the background
noise, is a major source of performance degradation in DSL systems
currently under development.
Dynamic Spectrum Management (DSM) refers to a set of solutions
to the crosstalk impairment problem. Basically these solutions con-
sist of signal level coordination and/or spectrum level coordination.
In this work the focus is on spectrum level coordination also referred
to as spectrum balancing or power control. Here the transmit power
spectrum of each modem is designed to cause minimal disturbance
to other lines, while preserving a high data rate.
Optimal Spectrum Balancing (OSB) [1] [2] is a centralized spec-
trum balancing algorithm that calculates optimal transmit spectra for
a network of interfering DSL lines. By the use of a dual decomposi-
tion OSB decouples the spectrum management problem into K in-
dependent per-tone optimization problems, where K is the number
of active tones in the DSL system. However these per-tone opti-
mization problems are themselves dif cult nonconvex problems. An
exhaustive search was proposed to nd the global optimum. Unfor-
tunately the set size of feasible solutions is exponential in the num-
ber of users N , rendering the exhaustive searches computationally
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intractable for more than ve users. In [3] a branch and bound al-
gorithm was presented to optimally solve the nonconvex per-tone
optimization problems. This approach reduces the complexity sig-
ni cantly making it possible to simulate up to eight-user scenarios on
the same platform. In [4] [5] a near-optimal iterative approach was
presented to solve the per-tone optimization problems. Although this
algorithm is much faster than the globally optimal spectrum balanc-
ing algorithms, it still has a large complexity.
In this paper a novel low-complexity distributed spectrum balancing
algorithm is presented based on a convex relaxation. Its performance
is compared to OSB for multiple-user scenarios and it is seen to yield
similar results with a huge reduction in complexity.
The paper is organized as follows. In section 2 the system model
for the crosstalk environment is described. In section 3 the spec-
trum management problem and the OSB algorithm are reviewed. In
section 4 the novel approach is presented. Finally, in section 5 its
performance and complexity are compared to OSB algorithms.

2. SYSTEMMODEL

Most current DSL systems use Discrete Multi-Tone (DMT) modu-
lation. The transmission for a binder of N users can be modeled on
each tone k by

yk = Hkxk + zk k = 1 . . . K.

The vector xk = [x1
k, x2

k, . . . , xN
k ]

T contains the transmitted signals
on tone k for all N users. [Hk]n,m = hn,m

k is an N × N matrix
containing the channel transfer functions from transmitter m to re-
ceiver n on tone k. The diagonal elements are the direct channels,
the off-diagonal elements are the crosstalk channels. zk is the vector
of additive noise on tone k, containing thermal noise, alien crosstalk,
RFI,. . . . The vector yk contains the received symbols.

The transmit power is denoted as sn
k � ΔfE{|xn

k |
2}, the noise

power as σn
k � ΔfE{|zn

k |
2}. The vector containing the transmit

power of user n on all tones is sn � [sn
1 , sn

2 , . . . , sn
K ]

T . The DMT
symbol rate is denoted as fs, the tone spacing as Δf .

When the number of interfering modems is large, the interfer-
ence is well approximated by a Gaussian distribution. Under this
assumption the achievable bit loading for user n on tone k, given
the transmit spectra sk � [s1

k, s2
k, . . . , sN

k ]
T of all modems in the

system, is

bn
k � log2

 
1 +

1

Γ

|hn,n
k |2sn

kP
m�=n |h

n,m
k |2sm

k + σn
k

!
, (1)

where Γ denotes the SNR-gap to capacity, which is a function of the
desired BER, the coding gain and noise margin [6]. The total bit rate
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for user n and the total power used by user n are

Rn = fs

X
k

bn
k and P n =

X
k

sn
k .

3. SPECTRUM BALANCING

3.1. The Spectrum Management Problem

The problem of optimally balancing the transmit power spectra is
referred to as the spectrum management problem. The objective is
to nd the optimal transmit spectra for a bundle of interfering DSL
lines, maximizing the bit rate of one line subject to bit rate con-
straints, total power constraints and spectral mask constraints. This
can be formulated as follows

max
s
1,...,sN R1 s.t. Rn ≥ Rn,target , ∀n > 1,

s.t.
P

k sn
k ≤ P n,tot , ∀n,

s.t. 0 ≤ sn
k ≤ sn,mask

k , ∀n, ∀k,
(2)

where Rn,target denotes the target bit rate for user n, P n,tot denotes
the total power budget for user n and sn,mask

k denotes the spectral
mask for user n on tone k. Note that the total power constraints
and target bit rate constraints couple the optimization problem over
the tones. The objective function is coupled over the users. This
results in a solution set with a dimensionality that is exponential in
the number of users and tones, namely O(BNK) where B is the
number of possibilities for the bit or power loading for each tone
and each user.

3.2. Optimal Spectrum Balancing

In [1] [2] it was shown that the optimal spectrum balancing (OSB)
algorithm reduces this dimensionality by a dual decomposition. Us-
ing Lagrange multipliers, the constraints causing the coupling over
the tones are moved into the cost function:

s1,opt, . . . , sN,opt = argmax
s
1,...,sN

PN

n=1
ωnRn

+
PN

n=1
λn

`
P n,tot −

PK

k=1
sn

k

´ (3)

with 0 ≤ sn
k ≤ sn,mask

k , ∀n,∀k,
λn ≥ 0, ωn ≥ 0 , ∀n.

In [2] [7] ef cient search algorithms were presented to identify the
Lagrange multipliers λn, ωn that enforce the constraints. For given
Lagrange multipliers, optimization problem (3) is decoupled over
the tones, resulting in K independent problems of dimensionO(BN ).
Unfortunately these optimization problems are themselves dif cult
nonconvex problems. For given Lagrange multipliers λn, ωn, each
per-tone optimization problem can be formulated as

s1,opt
k , . . . , sN,opt

k = argmins1

k
,...,sN

k

−

NX
n=1

ωnfsb
n
k +

NX
n=1

λnsn
k

(4)
subject to 0 ≤ sn

k ≤ sn,mask

k n = 1 . . . N.

Note that the sign of the objective function is changed and the max-
imization is changed into a minimization for convenience.
The originally proposed method to solve this per-tone optimization
problem was an exhaustive search [1]. As the dimensionality of the
solution set is still exponential in the number of users, this becomes
computationally intractable for more than ve users.
In [3] a branch and bound algorithm was presented to reduce this
complexity signi cantly without sacri cing optimality. In spite of

this complexity reduction the algorithm still has a huge computa-
tional complexity (e.g. one week for computing a seven-user sce-
nario). Unfortunately, binders typically consist of 20-100 users. There-
fore there is a strong need for low-complexity spectrum balancing
methods still producing optimal transmit power spectra.

4. LOW-COMPLEXITY DISTRIBUTED SPECTRUM
BALANCING ALGORITHM

In this section a novel low-complexity spectrum balancing algorithm
is presented. Its performance is similar to the optimal branch and
bound algorithm [3] but it reduces the simulation time, e.g. from
one week to a few seconds for a seven-user scenario. Moreover it is
explained how this algorithm can be executed in a distributed fash-
ion by the use of a Spectrum Management Center (SMC) and lim-
ited message-passing. A similar idea has been proposed recently [8]
based on a relaxation of the nonconvex per-tone optimization prob-
lem (4). Our approach is based on a different convex relaxation,
leading to a more direct and conceptually simple procedure.

The derivation of our algorithm starts with rewriting the objec-
tive function of (4) in the following form using (1)

L = −
NX

n=1

ωnfslog2

 
NX

m=1

|h̃n,m
k |2sm

k + Γσn
k

!
+ λnsn

k| {z }
A

+
NX

n=1

ωnfslog2

 X
m�=n

|h̃n,m
k |2sm

k + Γσn
k

!
| {z }

B

with h̃n,m
k

(
= Γhn,m

k , if n �= m
= hn,m

k , if n = m

(5)

which consists of a convex part A and a concave part B. This ob-
jective function is a difference of convex (d.c.) functions which is
known to correspond to a hard optimization problem [9]. The crucial
step is now to relax the nonconvex part B by hyperplane overestima-
tors, leading to the following relaxed objective

Lrel = A+
PN

n=1
ωnfs

P
m�=n am,n

k sm
k + cn

k

where
P

m�=n am,n
k sm

k + cn
k

≥ log2

 P
m�=n |h̃

n,m
k |2sm

k + σn
k

!
, ∀n

with equality in the approximation point sk(ap).

(6)

The overestimators are readily obtained by solving a linear system of
N equations in N unknowns. The obtained relaxed objective func-
tion is a convex function. The constraints are also convex leading
to a convex optimization problem which can be solved ef ciently.
The solution of this convex relaxation forms an upper bound for the
global minimum. Using the obtained upper bound as a new point of
approximation (see algorithm 1) it can be proven that the sequence of
relaxations produces a monotonically decreasing objective value and
will always converge. The proof is trivial and omitted due to space
limitations. Upon convergence it can be proven that the obtained
solution is a local optimum. Although there is no theoretical proof
for global optimality, simulation results are very promising show-
ing global optimality for very different multi-user scenarios. A nal
remark on algorithm 1 is that the convex relaxed problem does not
need to be fully minimized, an improved objective value is suf cient.
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Algorithm 1 Iterative linear approximation approach (tone k)
1: choose initial approx. point sk(ap);
2: repeat
3: calculate approx. at sk(ap): an,m

k , cn
k , ∀n, ∀m �= n;

4: sk = solve convex relaxed problem with objective Lrel (6);
5: sk(ap) = sk;
6: until convergence

As an alternative to solving the relaxed convex problem with ob-
jective Lrel (6) by means of standard convex software, we also pro-
pose a distributed solution. For given Lagrange multipliers λ1, . . . , λn

, (6) can be solved by nding its stationary points, where

∂Lrel

∂sn
k

=
X
m

ωmfs|h̃
m,n
k |2/ ln(2)P

p
|h̃m,p

k |2sp
k + Γσm

k

− λn −
X
m�=n

an,m
k = 0. (7)

This then leads to the following xed point equation

sn
k =

„
ωnfs/ ln(2)

λn +
X
m�=n

an,m
k −

X
m�=n

ωmfs|h̃
m,n
k |2/ ln(2)P

p
|h̃m,p

k |2sp
k + Γσm

k| {z }
Dn

k

«

−

P
m�=n |h̃

n,m
k |2sm

k + Γσn
k

|h̃n,n
k |2

� gn
k (s

n
k ).

(8)
By iteratively updating the transmit powers sn

k using (8) i.e.
[sn

k (t + 1) = gn
k (s

n
k )] where t is the iteration number, convergence

to the stationary point can be achieved. The reason is that the deriva-
tive of gn

k (s
n
k ) is typically much smaller than one for all points sn

k .
In order to keep within the spectral mask constraints the spectra have
to be bounded, which leads to the following updates

sn
k (t+ 1) = max(0,min(gn

k (s
n
k (t)), s

n,mask

k )). (9)

In [2] [7] ef cient update formulas are presented to search for the
Lagrange multipliers λn, ωn that enforce the constraints. These for-
mulas are in the following gradient descent form

λn(t+ 1) =
ˆ
λn(t)− μ(P n,tot −

X
k

sn
k )
˜+ (10)

where t is the iteration number and μ is a step size parameter [2].
Because all the variables of formula (10) are locally known for each
user n, the update of the Lagrange multipliers λn can be done lo-
cally. A nal remark is that formula (9) again does not need to be
fully optimized before the Lagrange multipliers can be updated.
In order to perform the updates each user needs to have information
Dn

k of formula (8). The SMC can construct and deliver this infor-
mation based on messages Mn

k (=
P

m�=n
|h̃n,m

k |2 + Γσn) and sn
k

transmitted by the users to the SMC. Moreover it is assumed that the
SMC has full channel knowledge which is a reasonable assumption.
This leads to the message-passing system described in algorithm 2 in
order to execute the spectrum balancing method in a distributed way.
This basic system is adopted from [8], but now based on formulae
(8)-(9).

5. SIMULATION RESULTS

This section presents simulation results of the proposed distributed
spectrum balancing algorithm. Its performance and complexity are

Algorithm 2 Distributed message-passing protocol
1: User n algorithm:
2: loop
3: Receive message Dn

k from SMC
4: repeat
5: Update sn

k using (9)
6: Update λn using (10)
7: until total power constraints satis ed
8: Transmit Mn

k ,sn
k to SMC

9: end loop
10: SMC algorithm:
11: loop
12: Receive messages Mn

k ,sn
k from users

13: Calculate messages Dn
k and send to each user n.

14: end loop
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Fig. 1. Asymmetric N -user ADSL scenario

compared to OSB algorithms.
The ADSL Downstream (DS) scenario is shown in gure 1. The
simulations are performed for a two-user case (N = 2) up to a
seven-user case (N = 7). The four-user scenario, for example, con-
sists of active modems 1,2,3,4 where modems 5,6,7 are inactive. The
twisted pair lines have a diameter of 0.5 mm (24 AWG). The maxi-
mum transmit power is 20.4 dBm [10]. The SNR gap Γ is 12.9 dB,
corresponding to a coding gain of 3 dB, a noise margin of 6 dB and
a target symbol error probability of 10−7. The tone spacing Δf is
4.3125 kHz. The DMT symbol rate fs is 4 kHz. The simulations are
performed in Matlab on a dual Opteron 250 with 4 GB RAM and a
2.4 GHz processor. Figure 2 shows the resulting bit loadings for the
four-user scenario. The discrete curves are the resulting bit loadings
of the four users for the optimal branch and bound algorithm [3].
The continuous curves are the resulting bit loadings of the four users
for our novel approach. It can be seen that these curves are simi-
lar. In fact because of the continuous character of our approach, the
obtained performance is even better than the performance of the op-
timal discrete branch and bound solution. Table 1 shows the simula-
tion times for the scenarios with up to seven users. For the four-user
case it can be seen that an exhaustive search would require 8 hours
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Fig. 2. Downstream bit loadings 4-user scenario: Branch and bound
(discrete) versus novel approach (continuous)

Table 1. Comparison of simulation times for different spectrum bal-
ancing algorithms executed on the same platform

Users Exhaust. Search Branch & Bound Our Approach
2 100 s 30 s 0.06 s
3 30 min 3 min 0.08 s
4 8 h 20 min 0.21 s
5 6 d 3 h 1.16 s
6 110 d 1 d 8.78 s
7 4.85 y 7 d 10.50 s

of simulation time. Using the branch and bound this is reduced to
20 minutes whereas it only requires 0.215 seconds to calculate the
transmit spectra with the novel approach.

Figure 3 shows the resulting bit loadings for the seven-user sce-
nario. The resulting bit loadings are similar for the optimal discrete
branch and bound solution. Table 1 shows enormous complexity re-
ductions for this seven-user scenario. An exhaustive search would
require 4.85 years of simulation time. The branch and bound ap-
proach would require 1 week whereas the novel proposed method
only requires 10.5 seconds with similar resulting bit loadings.

6. CONCLUSION

In this paper a novel low-complexity spectrum balancing algorithm
is presented. The algorithm is based on a relaxation of the non-
convex per-tone optimization problem obtained with the OSB pro-
cedure. By the use of a Spectrum Management Center and limited
message-passing it is shown that the algorithm can be executed in a
distributed fashion, which is a great asset in current DSL networks.
Its performance is compared to OSB algorithms for scenarios with
up to seven users and it is seen to yield similar results. The simula-
tion times are reduced, e.g. from a week down to only a few seconds
for a seven-user scenario.
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Fig. 3. Downstream bit loadings 7-user scenario: Branch and bound
(discrete) versus novel approach (continuous)
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