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ABSTRACT

Spatial division multiple access (SDMA) systems ef ciently take ad-
vantage of the spatial dimensions of the channel to increase the per-
formance of the system. A major dif culty, common to all SDMA
systems, is the requirement of channel knowledge at the transmit-
ter to enable transmission of multiple streams without catastrophic
interference.

Herein we show that, in wide area scenarios, statistical chan-
nel information combined with the Euclidean norm of the channel
realization, fed back from the users, provide suf cient information
for SDMA systems to ef ciently allocate users in time and space.
A joint beamforming and scheduling algorithm is proposed for the
downlink, which extends the proportional fair scheduling criterion
to an SDMA setting, resulting in a weighted sum rate maximization.

Index Terms— Spatial division multiple access, array signal
processing, mobile communication, and feedback.

1. INTRODUCTION

Multiple antenna transmission schemes have many advantages over
single antenna systems. The multiple antennas result in a multiple-
input multiple-output (MIMO) channel which allows the transmitter
to also allocate resources in the spatial dimensions, as well as in
time and frequency. In particular spatial division multiple access
(SDMA) [1, 2] may be utilized to allocate multiple user terminals in
the same time-frequency slot, as long as they are spatially separated.

The focus of this article will be on showing that, in wide and
metropolitan area scenarios, the spatial information provided by an
instantaneous SNR feedback is enough for ef cient SDMA beam-
forming and scheduling. To show that this channel state information
(CSI) is suf cient, an algorithm for joint SDMA scheduling, beam-
forming and power control is proposed. The design goal of the pro-
posed algorithm is thus to maximize the system performance, rather
than focusing on computational complexity. However, it is shown
that the complexity of the resulting weighted sum rate maximization
may be reduced considerably by changing coordinates.

Herein we consider the downlink of a system where the user
terminals are equipped with a single receiving antenna, whereas the
base station has multiple transmit antennas. Each user terminal feeds
back the instantaneous SNR, which here refers to the Euclidean
norm of the channel vector, ‖h‖2. It is further assumed that the
channel statistics are known at the transmitter, either from a low rate
feedback or estimated directly from the reverse link (uplink). The
CSI provided by the channel norm, when combined with statistics of
the channel, was rst characterized for Rayleigh fading channels and
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later extended to Ricean fading [3]. In particular it was shown that,
for large channel norms, the channel is almost fully determined.

An ef cient scheduler ensures that in each time slot a set of users
that currently experience favorable channel realizations are sched-
uled, as to take full advantage of the multi user diversity princi-
ple [4, 5]. In a cell with many users, only the users with particularly
strong channel norms are thus candidates for scheduling. For these
users, the channel norm thus contains substantial CSI.

Combining the information contained in the correlation matrices
with that of the instantaneous channel norm, in an SDMA setting,
has also been addressed in [6, 7], where the authors propose to com-
pute the maximum likelihood (ML) estimates of each user’s channel.
These estimates are however not accurate enough for data transmis-
sion, and the scheduled users therefore feed back full CSI. Herein,
we utilize the framework of minimum mean square error (MMSE)
estimates [3]. These estimates have several advantages over ML es-
timation; in particular they model the interference more accurately
and furthermore the mean square error (MSE) of each estimate may
be computed explicitly which allows for adaptive error margins.

2. SYSTEM MODEL

Herein we model the channel as Ricean fading. The M -antenna vec-
tor channel of user k, is distributed as hk ∈ CN (hk,Rk), where
hk ∈ CM is the channel mean and Rk ∈ CM×M is the covari-
ance matrix. We make the assumption that hk and Rk are perfectly
known at the transmitter, whereas the realization, hk, is only known
at the receiver. The symbol sampled, complex base band equivalent,
of the received signal is modeled as

yk(t) = hH
kx(t) + nk(t), (1)

where nk(t) is additive white Gaussian noise (AWGN) with power
σ2

k and x(t) ∈ CM is the vector of transmitted signals. Let S be
the set of users that are scheduled for transmission in the current
time slot. We consider here a beamforming system where the signal
sk(t), intended for user k, is mapped onto the antenna array with the
beamforming vector, uk,

x(t) =
∑
k∈S

√
pkuksk(t), (2)

where the scalar sk(t) and uk are normalized to unit power, and pk is
the power allocated to user k. For notational convenience the beam-
formers, powers and noise levels, σ2

k are collected as the columns of
U and elements of p and σ, respectively. The instantaneous signal
to interference and noise ratio (SINR) for user k is, ignoring inter-
cell interference, obtained by combining (1) and (2) as

SINRk =
wH

khkh
H
kwk∑

i∈S\{k}
wH

i hkhH
kwi + σ2

k

. (3)

The transmission rate of user k ∈ S , that is supported, is directly
related to SINRk. This relation is described by the rate function
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Fig. 1. Illustration of the system operation

rk = r(SINRk), which herein is assumed to be non decreasing. In
the simulations we take the rate function as the Shannon capacity
of the channel, r(SINR) = log(1 + SINR), but the results de-
rived herein are not restricted to this choice. The optimization is
however greatly simpli ed if r(SINR) is smooth, i.e. everywhere
differentiable with respect to SINR. The commonly used gap ap-
proximation, r(SINR) = log(1 + SINR/Gap), also satis es these
requirements.

2.1. System Operation

The system operation is illustrated in Fig. 1. Initially the base station
transmits orthogonal pilot sequences on all antennas, which allows
each user to estimate the channel norm, ρk = ‖hk‖2 . This channel
quality index, ρk, is next fed back to the base station, which com-
bines the information with the channel statistics, known to the trans-
mitter, and estimates how the SINRs depend on the beamformers
and power allocation. These estimates are utilized by the scheduler
which allocates the resources to an appropriate set of users.

2.2. Channel Knowledge

The SNR feedback, ρk, is used at the transmitter to estimate the in-
stantaneous channel correlation as, R̂k � E

{
hkh

H
k

∣∣ ρk

}
. These

MMSE estimates are derived and analyzed for both Rayleigh and
Ricean fading channels in [3, 8], where it is shown how to ef ciently
compute them. Using R̂k the MMSE estimate of the signal (or in-
terference) power, pi

∣∣uH
i hk

∣∣2, is obtained as piu
H
i R̂kui. The rate

and SINR is thus estimated as

r̂k = r(ŜINRk), ŜINRk =
pku

H
kR̂kuk∑

i∈I\{k}
piuH

i R̂kui + σ2
k

. (4)

2.3. Pessimistic SINR estimation

When allocating a rate to a user it is important not to overestimate
the SINR, since this leads to unacceptable frame error rates. The
SINR should therefore be estimated pessimisticly.

One of the major causes of overestimating the SINR is destruc-
tive cancellation of the signal power. Since R̂k is dominated by a
single eigenvalue (by the wide area scenario assumption) the beam-
former should almost be aligned with the corresponding eigenvector.
In particular for the Rayleigh fading case, it is impossible to deter-
mine if the signal power projected on the remaining eigenvectors will
add constructively or destructively based on the norm feedback. We
therefore de ne the inde nite matrix R̂k, having the same eigenvec-
tors as R̂k but the sign reversed on all eigenvalues, except the largest.
In the optimization, destructive signal cancellation is avoided by op-
timizing with respect to the ŜINRk given by (4), but with R̂k in
place of R̂k in the numerator.

When the optimal beamformers and power allocation have been
computed with respect to ŜINR, the SINRs are adjusted according
to the actual MSE of the estimates as

SINRMSE
k =

pk

[
uH

kR̂kuk − α

√
MSE

(
|uH

khk|2
∣∣∣ρk

)]
∑

i∈I\{k}
pi

[
uH

i R̂kui + α

√
MSE

(
|uH

i hk|2
∣∣∣ρk

)]
+ σ2

k

.

These MSEs are readily computable for both Rayleigh fading and
Ricean fading channels [8]. By adjusting α the block error rate may
be kept at any level of choice. In the simulations α was set to α = 2,
which resulted in approximately 5% probability of overestimating
the SINR.

2.4. Scheduling and Beamforming

Allocating system resources to the users is a balance between total
system throughput and fairness among the users. Also, the multiuser
diversity should be exploited to increase the throughput while ensur-
ing that the delays are kept at a reasonable level.

In order to take all these factors into account the design of
the joint scheduling, power control and beamforming is based on
a weighted sum rate criterion

RΣ(U,p) =

d∑
i=1

αi r(SINRi) =
∑
i∈S

αi r(SINRi), (5)

where the weights, αi, determines the priority of users and may
be chosen according to, for instance, the proportional fair schedul-
ing criterion [5]. Optimally the beamformers and power allocation
should be chosen as to maximize the weighted sum rate,

(U�,p�) = arg max
(U,p)∈W

RΣ(U,p), (6)

where W is the set of feasible beamformers and power allocations,
i.e. beamformers satisfying ‖u‖ = 1 and p satisfying pi ≥ 0 and the
sum power constraint, 1Tp ≤ Pmax. The optimal set of scheduled
users is implicitly determined as S� = {i |p�

i > 0}.
The optimization problem in (6) is however non-convex and thus

non-trivial to optimize, in particular since the non-convex optimiza-
tion involves many parameters. In Section 3 a more structured form
of the optimization problem is derived, where the number of non-
convex optimization parameters is reduced.

3. PROPOSED OPTIMIZATION FOR JOINT
SCHEDULING AND BEAMFORMING

3.1. Re-parametrization of the weighted sum rate optimization

In order to simplify the weighted sum rate maximization, the SINRs
are expressed in terms of a common gain factor, Γ, and the relative
gains, γi, as

SINRi = Γγi, ∀i with 1Tγ = 1, Γ ∈ Gγ (7)

where Gγ � {Γ | ∃ (U,p) ∈ W, s.t. SINRi(U,p) = Γγi ∀i}
is the set of achievable Γ for a given γ . By the assumption of non-
decreasing rate functions it follows that the maximization in (6) may
be expressed as

RΣ
� = max

γ , 1Tγ=1

∑
i

αi r
(
Γ�(γ)γi

)
, (8)

where Γ�(γ) = maxGγ . For a given γ , Γ�(γ) is given by the
max-min problem,

Γ�(γ) � max
(U,p)∈W

min
i

SINRi(U,p)

γi
, (9)

which is thoroughly analyzed in [1], where an ef cient algorithm for
the optimization is derived. It was further shown that at the optimum,
all the SINRs are balanced, i.e. SINRi/γi = Γ�(γ) ∀i, from which
it follows that the max-min problem is equivalent to maxGγ .

The maximization in (8) does however remain non-convex, but
the number of optimization parameters is substantially reduced. The
non-convex optimization is implemented as a gradient search start-
ing at a heuristically chosen γ0. Next it is shown that this search may
be ef ciently implemented since also the gradient may be computed
from the optimization parameters of (9) with negligible additional
complexity.
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Table 1. Outline of the proposed algorithm for scheduling, beam-
forming, and power control, with a weighted sum rate criterion.

1: ∀i : ui ← arg maxu: ‖u‖=1 uHR̂iu
2: C ← set of all users
3: Snew ← ∅, pnew ← 0, RΣnew ← 0, γnew ← 0
4: repeat
5: S ← Snew, p← pnew, RΣ ← RΣnew, γ ← γnew
6: ∀i ∈ C : RΣ[i]← RΣ(U, PmaxΘi {p})
7: i� = arg maxi∈C RΣ[i]
8: Snew ← S ∪ {i�}
9: C ←

{
i
∣∣∣i ∈ C, i �= i�, RΣ[i] > β RΣ[i

�]
}

10: γ0 ← Θi� {γ}
11: (RΣnew, γnew,pnew,Unew)← f(Snew, γ0)
12: until RΣnew ≤ RΣ

13: return S, U, p

3.2. Gradients

De ne the optimal weighted sum rate for given relative gains, γ , as
RΣ(γ) �

∑
i αi r

(
Γ�(γ)γi

)
. The gradient of RΣ(γ) is thus given

by
∇RΣ(γ) = Γ�(γ)r′(γ) +

[
γTr′(γ)

]∇Γ�(γ), (10)

where [r′(γ)]i = αi r′
(
Γ�(γ)γi

)
. The gradient of the weighted

sum rate function is thus obtained from the gradient of Γ�(γ). As
it turns out, this gradient may be expressed explicitly in terms of the
optimization variables of (9). The solver of (9) utilizes virtual uplink
duality and rst solves for U and the virtual uplink powers q, from
which the optimal p is obtained [1, 2]. The next theorem states that
the gradient,∇Γ�(γ), may be computed from U, p and q.

Theorem 1. The gradient of Γ�(γ), can be expressed in terms of the
optimal beamformers U�, power allocation p�, and virtual uplink
powers q�, as de ned in [2]. The gradient is given by

∇Γ�(γ) = −Γ�(γ)
diag {γ}−1 diag {q�}

(
Ψp� + σ

)
q�TΨp� + Pmax

,

where Ψ = Ψ(U�) is the cross-coupling matrix, as de ned in [2].
The gradient is de ned if the optimal point, (U�,p�,q�), is unique.

Proof. See Appendix A.

4. REDUCED COMPLEXITY USING GREEDY USER
SELECTION

Even though it is possible, in principle, to optimize the scheduling,
power control and beamformers directly using (8) this is not rea-
sonable from a practical point of view. A large set of users cause
overwhelming computational complexity and nding a good initial
guess becomes increasingly hard. We therefore propose a greedy ap-
proach where the optimization is not explicitly used for scheduling.
Instead we propose a user selection, also based on the weighted sum
rate, and restrict the optimization in (8) to just a few selected users at
a time. The algorithm is given in Table 1. In summary, each iteration
of the algorithm is made up of three stages,

1. Add the most compatible user to the set of scheduled users, S
2. Remove incompatible users from the set of candidates, C
3. Optimize U and p for users in S.
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Fig. 2. The CDF of the average cell throughput achieved in a sce-
nario. The statistics where collected in 1500 random scenarios.

This process is continued until adding another user results in a de-
creased weighted sum rate, or until the set of candidate users, C, is
empty. The operator Θi {·} is de ned as

y = Θi {x} , where [y]j =

{
1

S+1
, j = i,

S
S+1

[x]j
1Tx

, j �= i,

where S � |{j |j �= i, [x]j �= 0}| is the number of nonzero ele-
ments in x. For x = 0, the interpretation is that [y]i = 1 and
[y]j = 0 for j �= i. For instance, if power is allocated to S
users, then Θi {p} reallocates a fraction 1/(S + 1) of the total
power to user i. Also note that the elements of y by construc-
tion sum to 1 and an updated power allocation is thus obtained as
pnew = PmaxΘi {p}, as on line 6 in Table 1.

In order to simplify the notation of the algorithm we de ne the
function,

(RΣ
�, γ�,p�,U�) = f(S, γ0)

as the optimal weighted sum rate and optimal points obtained in the
optimization in (8) and (9). In the optimization, only users in S are
considered and the gradient search starts at the point γ0. Note that
it is necessary to also state the initial guess since the optimization is
non-convex.

Furthermore, in each iteration all users that are no longer spa-
tially compatible are eliminated. The set C contains the list of can-
didates for scheduling. In each iteration the users that are no longer
spatially compatible are eliminated, see line 9 in the algorithm. Only
users that, if selected, result in a weighted sum rate larger than the
fraction β (= .5 in the simulations) of the best choice are kept in the
optimization.

5. PERFORMANCE EVALUATION

The performance of the algorithms is evaluated by simulating a sin-
gle cell of a communication system. The scheduling fairness is de-
termined by the proportional fairness criterion [5] with a rate aver-
ageing window of 100 blocks. The users are distributed uniformly
in a circular cell, centered at the base station equipped with a 4 ele-
ment, uniform circular array (UCA). The antennas are separated by
half a wavelength, λ/2. The path loss is modeled as proportional to
r−2, where r is the distance to the base station and at the cell edge
the single antenna SNR, PmaxE

{|[h]i|2} /σ2, is set to 10dB. When
not otherwise stated, the angular spread was set to 10 degrees. In
the simulations the outage (probability of overestimating the SINR)
was ≤ 5%. The presented gures are not adjusted for this, since a
packet sent in outage should not necessarily be considered as lost,
especially in system utilizing hybrid ARQ.

In Fig. 2 the cumulative distribution functions (CDF) of the av-
erage cell throughput, in randomly generated scenarios, for 4 differ-
ent schemes are compared for different numbers of active users in
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the cell. The considered schemes are (from left to right): Oppor-
tunistic Beamforming [5]; Single user scheduling with norm feed-
back [3]; The proposed algorithm, Table 1, with norm feedback; and
the proposed algorithm with perfect CSI, i.e. R̂k = hkh

H
k . The

performance in each scenario was estimated using 300 channel real-
izations. The channel is modeled as Rayleigh block fading where a
single scheduling decision is made in each block.

As can be seen in Fig. 2 there is a signi cant throughput gain
for the proposed SDMA scheme over other schemes with compara-
ble feedback. It is clear from the simulations that the information
provided by second order statistics and a norm feedback is indeed
suf cint for ef cient SDMA beamforming and scheduling. The gain
of the proposed SDMA scheme is even greater in systems utilizing
more than 4 antenna elements.

The performance gain for the SDMA scheme with norm feed-
back is achievable in a large range of angular spreads. The perfor-
mance was simulated for spreads varying from 0 to 30 degrees. Note
that the angular spread is related to the eigenvalue distribution of Rk,
and is a measure of the information known at the transmitter.

In summary, for 0 degrees angular spread, the channel is fully
known (up to a phase rotation) at the transmitter and the performance
is identical to that of perfect CSI. As the angular spread increases, the
performance gradually decreases and for angular spreads higher than
20 degrees, the performance of the SDMA scheme drops below that
of single user scheduling, which is due to increased sensitivity to es-
timation errors. For spreads higher than 25 degrees the performance
also drops below that of opportunistic beamforming. The perfor-
mance of opportunistic beamforming and the schemes with perfect
CSI do not change notably with angular spread. But, as illustrated
in Fig. 2, the performance of SDMA with norm feedback is sig-
ni cantly higher than those of the comparable schemes for angular
spreads below 20 degrees.

6. CONCLUSIONS

An algorithm for joint SDMA scheduling, beamforming and power
control has been proposed, based on the weighted sum rate criterion
which includes fairness among users. The proposed algorithm was
used to show that a system with only channel norm information and
statistical channel information at the transmitter may achieve signi -
cant gains by SDMA over other schemes with similar feedback. The
performance gain is achieved for angular spreads up to 20 degrees,
which makes the scheme ideal for wide area and metropolitan area
scenarios.

A. APPENDIX, PROOF OF THEOREM 1

Due to limited space, only an outline of the proof of Theorem 1 is
given. For simplicity we use the same notation as in [2], where the
following optimality conditions of (9) are reviewed:

Ziui = 0, Zi � qi

Γγi
Ri −

∑
j �=i

qjRj − I � 0, ∀i (11)

Υ(U, Pmax)pext =
1

Γ
pext, pext = [p, 1]T, (12)

Λ(U, Pmax)qext =
1

Γ
qext, qext = [q, 1]T, (13)

where Υ(U, Pmax) and Λ(U, Pmax) are the extended coupling ma-
trix and extended virtual uplink coupling matrix, respectively [2].
Next observe that the left eigenvector of Λ is given by

ΛTp̃ext =
1

Γ
p̃ext, p̃ext = Tpext �

[
Ψ 0
0 Pmax

]
pext,

which follows from the factorization ΛT = TΥT−1 and (12).
Next consider the derivative of Γ�(γ) with respect to γn. De-

ne λ(γn) as the eigenvalue of optimality condition (13), λ(γn) �
1/Γ � Γ�(γ)−1. Then,

∂

∂γn
Γ�(γ) = − λ′(γn)

λ2(γn)
= −Γ2λ′(γn) = −Γ2 p̃T

extΛ
′qext

p̃T
extqext

,

where Λ′ � ∂/∂γn Λ. The last identity follows from [9, Theorem
6.3.12] since p̃ext is a left eigenvector of Λ. This holds whenever
λ(γn) is a simple eigenvalue, i.e. the solution is unique. The deriva-
tive is obtained by straight forward derivations as

p̃T
extΛ

′qext = p̃T
ext

[
I

σT

Pmax

]
∂

∂λn

[
DΨT D1

]
qext = (Ψp+ σ)Ta

where D is de ned in [2] and the vector a, obtained by taking the
derivative, is given by

[a]i=δin

uH
i

(∑
j �=i qjRj + I

)
ui

uH
i Riui

+ 2γi�
{

uH
i

(∑
j �=i qjRj

)
u′i

uH
i Riui

− uH
i Riu

′
i

uH
i Riui

uH
i

(∑
j �=i qjRj + I

)
ui

uH
i Riui

}
= δin

qi

Γγi
,

where the last identity follows by applying (11) repeatedly. Since
the Kronecker delta function, δin = 1 for i = n and zero otherwise,
the derivative with respect to γn simpli es to

∂

∂γn
Γ�(γ) = −Γq�

n

γn

[
Ψp�

]
n
+ σ2

n

q�TΨp� + Pmax
.

Since n is arbitrary, the theorem follows.
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