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ABSTRACT

In this paper, we describe a real-time 3D human head pose estima-
tion algorithm by means of eye tracking and on-line reconstructed
3D face data from a stereo image pair. A frame by frame based face
coordinate system is formed using eye locations and a face plane
which doesn’t rely on distinctive facial features. The rest of the algo-
rithm follows the conventional approach of pose estimation between
the face coordinate system and a reference coordinate system with-
out any initialization and model tting. By not relying on arbitrary
data on the face such as nose ridge line or a mouth corner points, we
minimize the impact of errors which may come from their 3D esti-
mates and facial expression changes. Experimental results demon-
strate the accuracy and robustness of the algorithm.

Index Terms— Stereo eye tracking, 3D face reconstruction, 3D
head pose estimation.

1. INTRODUCTION

We present an algorithm for estimating the 3D head pose of a person
from reconstructed 3D face data. The algorithm takes advantage of a
fast 2D based eye tracking method to reconstruct 3D face from stereo
image pair to compute roll, pitch, yaw components of the head pose
and the head translation at each frame. Determining the head pose is
one of the central problems in vision based human-computer inter-
face applications. In general, a person’s head pose is largely related
to person’s intention and attention. Therefore, capturing and under-
standing human head motion has become one of the active research
areas in computer vision recently [1, 2, 3]. Hence, we seek an ap-
proach that requires no prior knowledge of the face structure of the
individual(s) being observed. The eyes, which are salient even when
eyeglasses are present, have the consistent gradient feature with re-
spect to the chins and nose bridge. For estimating head pose, as an
initial step, an eye tracking algorithm quickly screens the 2D image
frame for detecting face candidates for the purpose of further pro-
cessing.

There are various commercial products available for the head
pose estimation. However, they require special sensors or markers
placed on the user’s face or head. For example, the eye gaze track-
ing based systems employing infrared illumination guarantee reli-
able detection of eye locations, but fails under direct sunlight where
such system wouldn’t be suitable for head pose estimation in gen-
eral such as public domain face recognition. Most approaches in the
literature employ geometric feature based, model based, or learn-
ing based algorithms either using 2D image data [4, 5, 6, 7, 8, 9]
or range/stereo data [1, 3, 2, 10, 11, 12, 13, 14] for the head pose
estimation.

In this paper, we have extended previous efforts by proposing
an eye tracking based horopter estimation for 3D face reconstruc-

tion of the user(s). The stereo vision based 3D reconstruction and
head pose estimation, which was overlooked by many researchers in
the past, provides an attractive method. However, it involves sev-
eral challenges such as real-time 3D face reconstruction and selec-
tion of facial data for the head pose. Our head pose estimation ap-
proach consist of four steps; in the rst step, face candidate regions
are located in the left camera image by an eye pattern search algo-
rithm [15], which searches the pattern between the eyes. During step
two, the resulting face candidate regions are further veri ed by the
stereo epipolar constraint. Step three utilizes the horopter informa-
tion of the face for 3D reconstruction of face information using the
stereo image pair. Finally, in step four, a face plane is estimated
from 3D reconstructed face data. Then, a face coordinate system is
formed from 3D eye locations and the face plane for the real-time
3D head pose estimation.

This work is organized as follows. In section 2, tracking the pat-
tern between the eyes and its stereo extension are described brie y.
Section 3 discusses the reconstruction of 3D face data of the individ-
ual(s) being observed on the y. Section 4 describes how to form a
frame by frame based 3D face coordinate system. Then, the 3D head
pose estimation algorithm is described in section 5. Experimental
setup and discussions are presented in Section 6. Finally, conclusion
is given in Section 7.

2. TRACKING THE PATTERN BETWEEN-THE-EYES

Our 3D head pose estimation algorithm doesn’t rely on a speci c
eye tracker. Hence, any eye tracking algorithm would be suitable for
the work. In this implementation, the pattern between the eyes (eye
locations have lower intensity than the cheek and nose ridge) are de-
tected and tracked with size updated pattern matching. To cope with
scales of faces, various scales of patterns are considered during the
detection, and an appropriate scale is selected accordingly for the
tracking. The algorithm calculates the intermediate representation
of the input image called “Integral image”, described in [16]. Then,
a six segmented rectangular (SSR) lter is used for fast ltering of
bright-dark relations of the eye region in the image. For the initial
veri cation of the candidates, a support vector machine (SVM) algo-
rithm is employed (interested readers may refer to Ref. [15] for the
details of the algorithm). Using the epipolar constraint, the corre-
sponding between-the-eye pattern is searched along the epipolar line
in the right camera image using a correlation based template match-
ing algorithm for estimating the stereo eye locations and the user’s
head horopter.

3. RECONSTRUCTION OF 3D FACE DATA

Stereo computer vision algorithms use disparity along with camera
calibration parameters for the computation of 3D (X,Y,Z) coordi-
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Fig. 1. Screen capture of the left and right camera images, and OpenGL plot of texture mapped 3D point clouds reconstructed by the stereo
algorithm.

nates of an object point. Disparity algorithms often rely on search
mechanisms where a template window in the left camera image is
compared with the windows on the epipolar line in the right camera
image using various measures such as squared difference or normal-
ized correlation coef cient methods. That is, the matching algorithm
needs to calculate a similarity measure for a 2D template window A
in the left image to a 2D window B in the right image. We can
express A and B in general as in the following.

A = γÃ + Ā (1)
B = ΓB̃ + B̄ (2)

where γ and Γ represent arbitrary gain/scaling values of the left and
right cameras, respectively. X̄ stands for the average value and X̃
represents the intrinsic shape or texture properties of the window
data. That is, under the ideal conditions Ã and B̃ are identical if
they belong to same object patch. However, in real world condi-
tions, disparity search algorithms may fail because of video noise or
lack of unique intrinsic shape properties where Ã and B̃ carry no in-
formation. The video noise may occur due to differing lens focuses,
differing viewing angles, and uneven lighting effects on the left and
right cameras.

In order to reduce the number of failures or false matches, the
horopter of the face is estimated from stereo eye tracking on the y.
Then, the search domain of the disparity algorithm is restricted for
the face. Resulting disparities are further veri ed by the consistency
check within the pixel neighborhoods. In this implementation, miss-
ing disparities are estimated by linear interpolation of their neigh-
bors. Fig. 1 shows the tracked eye locations in the left and right
camera images, and the reconstructed 3D face data from the stereo
pair.

4. FORMING OF 3D FACE COORDINATE SYSTEM

A vector on a plane and the plane’s normal can describe an arbitrary
3D coordinate system. Hence, having 3D eye locations and recon-
structed 3D face data, our goal is to form a frame by frame based 3D
face coordinate system for the head pose estimation.

Formation of a face coordinate system based on 3D locations
of facial features such as nose ridge line, nose tip or mouth corners
seems a reasonable approach, however additional to their dif culty
of tracking, these features are either deforming during natural speech
or their sizes are person dependent. Therefore, we propose to utilize

3D eye locations and a face plane that doesn’t rely on distinctive
facial futures.

The concept of the proposed 3D face coordinate system is as fol-
lows; rst, the face plane is estimated from the 3D face data between
the eyes and chin, but excluding the strip that contains the mouth
and nose. However, during extreme head orientations 3D face data
may contain outliers. Therefore, an iterative least square method
is utilized to eliminate the points with certain high errors using the
histogram of errors between the face data and the estimated plane.
Iteration stops after 2 or 3 iterations and doesn’t require heavy com-
putation. The face plane parameters (aX + bY + cZ + d = 0) is
estimated by using the least square solution with the remaining 3D
face data. Thus, the normal of the face plane is available and can be
described by the vector

−→
V z = (a, b, c)t.

Let E1 and E2 be the positions of the left and right eyes on the
face plane in 3D space such thatEi = (Xi, Yi, Ẑi)

T where Ẑi is the
re-calculated Z-value on the face plane given its Xi and Yi values.
Now, an equation for the eye line in 3D space (Eline) can be de ned
by utilizing the points E1 and E2 as,

Eline = E1 + t ∗
−→
V x, (3)

Where t is a scalar value (t ∈ R) for a point on Eline, and
−→
V x =

−−−→
E1E2 which de nes a vector perpendicular to the normal of the face
plane.

The cross product of the vector
−→
V z, which is the normal of

the face plane, and the vector
−→
V x, which is obtained from the 3D

eye line in Eqn. 3, produces the vector
−→
V y which is perpendicu-

lar to both
−→
V x and

−→
V z . These three vectors form the face coordi-

nate system. Hence, x-axis and z-axis of the face coordinate sys-
tem are locked to 3D eye locations and the 3D face plane, respec-
tively. Therefore, the forming of the 3D face coordinate system is
repeatable frame by frame basis. The following section describes
the transformation, which represent the 3D head pose, between the
face coordinate system and the global (reference) coordinate system.

5. 3D HEAD POSE ESTIMATION

A rotation only transformation between two coordinate systems can
be expressed by

h −→
x′

−→
y′

−→
z′

i
= R(φ)

ˆ −→x −→y −→z
˜

(4)
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Fig. 2. General transformation between the world coordinate sys-
tem and the face coordinate system, where 0 = [0 0 0], and
t = (tx, ty, tz)

T .

where
−→
x′ ,
−→
y′ and

−→
z′ are resulting unit length vectors after rotating

the standard unit vectors (−→x , −→y , and −→z ) around the origin of the
world coordinate system by R(φ).

In general, a face coordinate system can be thought of a rotated
and translated form of a world coordinate system. That is, the face
coordinate system and the world coordinate system are related by a
3× 3 rotation matrixR(φ) and a 3× 1 translation vector t as shown
in Figure 2. Independent from the translation t, the vectors

−→
x′ ,
−→
y′

and
−→
z′ de ne the axis directions of the face coordinate system which

are de ned in this implementation by
−→
x′ =

−→
V x/ ‖

−→
V x ‖, (5)

−→
y′ =

−→
V y/ ‖

−→
V y ‖, (6)

−→
z′ =

−→
V z/ ‖

−→
V z ‖ . (7)

Thus, solution to the 3D head pose matrix R(φ) in Equation 4
becomes trivial and can be expressed by [17]

R(φ) = Rz(ϕ)Ry(ϑ)Rx(ψ) =

2
4

r11 r12 r13

r21 r22 r23

r31 r32 r33

3
5 . (8)

where ψ, ϑ, and ϕ are rotation angles around x-, y-, and z-axises,
respectively. The rotation angles around their respective axises that
satisfy Equation 8 are given by

ϕ = atan(r21/r11), (9)

ϑ = atan(−r31/
q

r2

32
+ r2

33
), (10)

ψ = atan(r32/r33). (11)

Fig. 3. Marker object on the forehead for the marker based pose
estimation.

6. EXPERIMENTAL SETUP AND DISCUSSION

Videre stereo vision hardware and the SVS software are utilized for
the implementation. Calibration and recti cation of cameras are
done automatically using the SVS library. The SVS software can
capture stereo video sequences and reconstructs 3D data of the stereo
pair at 30Hz with full image resolution of 320 × 240. However,
for our goal, the 3D reconstruction region of interest (ROI) is the
user’s face area, so we restrict the disparity search region around the
horopter of the face. Therefore, the reconstructed 3D data outside
the face with a different depth has an inaccurate 3D estimate as can
be seen in Fig. 1. The 3D coordinate values are calculated with re-
spect to a world coordinate system. The world coordinate system
(origin) in this implementation is de ned to be the focal point of the
left camera and is a right-handed coordinate system.

To access the accuracy of the head pose estimation algorithm,
comparison with measurements obtained from a marker based head
pose estimation was performed. Three circular black markers with
a 5 millimeter radius are placed 25 millimeters apart forming a 90
degree clockwise rotated L shape on the user’s forehead as seen in
Fig. 3. A stereo processing algorithm is utilized to estimate the 3D
coordinates of the marker positions. The accuracy of the marker
based head pose estimation algorithm is ±3 degrees due to jitters in
the marker position detection.

In Fig. 4, the estimated angles from the proposed algorithm are
compared with the values obtained by the marker based algorithm.
Naturally, the forehead, where the markers were placed, has different
pose than the face which is re ected in the plots by their respective
offset values. For the x-, y- and z-axis angle data depicted in Fig. 4,
correlation coef cients are 0.87, 0.92, and 0.98 respectively. The
correlation coef cient for the rotations around the x-axis is lower
compared to the results of y- and z-axises due to jitters in eye loca-
tions detected by the eye tracking algorithm. However, the jitter in
eye tracking can be corrected from the 3D face structure information
or using a better eye tracker.
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Fig. 4. Comparison of pose angles between the results given by
the proposed algorithm (thick red lines) and with those measured by
marker based algorithm (thin blue lines).

7. CONCLUSIONS

Wehave described a robust 3D head pose estimation algorithm which
is suitable for human-computer interface applications in real world
conditions. The proposed algorithm is model free and initialization
free and can estimate 3D head pose information from a single image
pair. It is also robust against facial expressions and person dependent
facial features such as nose shape.

Future work includes extension to a multiple person head pose
estimation.
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