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ABSTRACT

We propose a probabilistic generative model for extracting intended
path shape qualities of an object moving under human control in real
time. At each instant, we decide whether the object is moving in a
straight, curved, or random path, or whether it has stopped moving.
Our model incorporates sensor noise as well as human imperfections
in the intended motion. As well as tracking the object’s position,
velocity, and motion direction, we compute the posterior probability
of each shape quality hypothesis given all sensed-data in the horizon
[t−N +1, t]; the hypothesis maximizing this posterior is taken as
the decision. The posterior is computed using the unscented Kalman
lter (UKF), as our model is inherently nonlinear. The path-shape

quality tracking is successfully embedded in a hybrid physical-digital
interface where the position of an illuminated ball, sensed by a low-
cost video camera array, triggers multimodal feedback in a medi-
ated learning environment. We show successful results on a variety
of real-world motion paths where the participant is given only ver-
bal descriptions of how to move. Our generative model is further
validated by user studies involving a simple color-based interaction,
where participants discover shape quality controls as they interact.

Index Terms— Activity Analysis, Computer Vision, Human-
Computer Interaction, Human Motion Analysis, Hybrid Physical-
Digital Environment, Multimedia Signal Processing, Natural Infor-
mation Interface, Unscented Kalman Filter, Video Sensing

1. INTRODUCTION

Natural information interfaces and hybrid physical-digital environ-
ments – where human movement in real physical spaces triggers
software-based interaction – have received much attention in the in-
teractive media and gaming worlds [3, 11, 9, 2, 1]. Applications
range from the exploration of complex data sets [3], interactive dance
performance [9], and stroke patient rehabilitation [5]. These sys-
tems prove advantageous as they eschew the physical encumbrances
of traditional mouse-keyboard interaction, engage bodily-kinesthetic
intelligence [4] and foster collaborative and social modes of interac-
tion [1].

One such interface is SMALLab [1], a physically situated multi-
media learning environment consisting of a 15’x15’x12’ open physi-
cal space surrounded by a loudspeaker array, a ceiling-mounted oor-
projection system for multimodal feedback, and a video camera array
for visual sensing. Students interact by guiding illuminated objects
through the interior of the physical space. Object locations are sensed
by the camera array at eight frames/sec, triggering multimodal (audio
and visual) feedback.

A key challenge with SMALLab and related interfaces is that
the familiar location-based controls of mouse-keyboard interaction
may not be well-adapted to large physical spaces, especially where

portions of the visual feedback domain lie outside the participant’s
eld of vision. This situation presents a high cognitive load, as the

participant must form an internal visual-spatial representation of the
space as a whole [8, 10] while simultaneously attending to his/her
movement and the multimodal feedback. As such, we desire control
strategies which are more closely coupled with “felt” physical move-
ment, for instance gesture-based control [11, 9, 2]. Unfortunately,
human gesture recognition in SMALLab and other environments is
currently infeasible due to adverse lighting conditions, the costs of
high-quality video sensing, and the large number of participants. In-
stead, we propose controls which are closely allied with “felt” human
movement, and observable from illuminated object motion. Exam-
ples include path shape qualities (straight, curved, random) or dy-
namics qualities (fast, slow). Since the meaning of “fast” or “slow”
is highly context-dependent, we focus on shape qualities.

At each time t, we detect whether the object’s motion in [t−N+
1, t] follows a straight, curved, or random path, or whether the object
is not moving. We pursue a probabilistic approach based on a gen-
erative model for each “straight”, “curved”, “random”, or “stop” hy-
pothesis. This model is developed in Section 2.1. Based on the gen-
erative model, we compute the posterior probability for each hypoth-
esis as well as approximate minimum mean-square error (MMSE)
“tracking” estimates of object location and motion direction, speed,
and curvature, given sensed-data in [t−N+1, t] (Section 2.2). Track-
ing estimates may control secondary features of the interaction; e.g.,
average speed as a rough measure of the physical activity level of the
participant can adapt the cognitive load of the multimodal feedback
or trigger speci c events which stimulate further activity. Section 3
discusses experimental results and user studies validating the gener-
ative model proposed in Section 2.1.

2. PROPOSED METHOD

Let Yt−N+1:t denote sensed-data location observations in the hori-
zon [t−N+1, t]1. Each Yt ∈ R2 consists of horizontal planar coordi-
nates. LetHt denote one of four shape quality hypotheses: Ht = ‘S’
“straight”, ‘C’ “curved”, ‘R’ “random”, and Ht = 0 “stop”. We
computeH∗t as the minimum-error, or Bayes decision:

H∗t = argmax
Ht

P (Ht)P (Yt−N+1:t|Ht) (1)

Modeling P (Ht) as uniform, the Bayes decision requires only the
likelihood P (Yt−N+1:t|Ht). A generative model for this likelihood,
developed in Section 2.1, encodes information about motion dynam-
ics and sources of uncertainty for each hypothesis. Should any of

1Here we adopt the conventions: i : j denotes the set of consecutive
integers between i and j inclusive; Xi:j denotes the sequence of values
Xi, Xi+1, . . . Xj .
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this information change, the error-optimal solution (1) automatically
adjusts.

2.1. Probabilistic generative motion model

Straight and curved hypotheses are modeled as special cases of di-
rectional motion, where random and stop hypotheses are modeled
as Brownian motion. We model directional motion as follows. Let
lt ∈ R

2 be the inherent object location. Observed location equals
inherent location plus Gaussian noise:

Yt ∼ N (lt, λY I) (2)

Now, let θt ∈ [−π, π] be the motion direction, vt ∈ R be the
speed, and ωt ∈ R be the instantaneous path curvature. Curvature is
the rate of direction change per arc length, and speed the rate of arc
length increase per unit time; hence

θt = θt−1 + vtωt

lt ∼ N
(

lt−1 + vt

[
cos θt
sin θt

]
, v2t λ

(DIR)
L I

)
(3)

The Gaussian uncertainty in (3) accounts for spurious movements;
we expect the magnitude of such movements to be proportional to
the speed, which accounts for the variance term v2t λ

(DIR)
L .

The difference between straight and curved motion is solely a
function of curvature, as opposed to speed. For both hypotheses,
we expect speed to vary continuously in a manner proportional to its
value; i.e.:

log vt ∼ N (log vt−1, λv) (4)

Hence, the straight/curved discrimination reduces to the proba-
bilistic speci cation of the process {ωt}, including the initial value
ω0. For straight motion ωt ≈ 0; for curved ωt differs noticeably
from zero. Furthermore, we expect {ωt} to vary continuously. We
propose three additional considerations as a result of preliminary user
studies. First, absent state and observation noise, the straight/curved
discrimination should be scale-invariant. Second, path scale should
be governed solely by speed. The rst two conditions mean: consider
“primed” and “unprimed” realizations (2, 3, 4) with inputs {v′t, ω′t}
vs. {vt, ωt}, λ

(DIR)
L = λY = 0, v′t = Kvt, and all other pa-

rameters identical. Then ω′t and ωt should relate in a way such that
Y ′t = KYt, and the straight/curved discrimination should be unaf-
fected. Third, by physical constraints curvature cannot become arbi-
trarily large. Hence “snaked” motions, where the variance of {ωt} is
bounded, (Fig. 1) should be favored.

It is easily shown that for any input sequence {δt}, the following
satis es the scale-invariant conditions

ωt = ωt−1 + v−1t δt (5)

For the condition regarding snaked motion, we let {δt} be the result
of passing zero-mean Gaussian white noise {ηt} through a bandpass
lter with transfer function

H(z) =
(1− pL)(1− pH)(1− z−2)
4(1− pLz−1)(1− pHz−1)

(6)

This lter has zeros at DC (z = 1) and Nyquist (z = −1), and
poles at z = pL, pH where pL = F (φL); pH = F (φH), F (φ) =
(1− sin φ)/(cos φ), and φL and φH are the lower and higher cutoff
frequencies of the bandpass characteristic.
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Fig. 1. Example of snaked motion. The dotted line represents the
intended path, the solid line the actual path.

As we will show, the zero at DC guarantees that {ωt} has bounded
variance, at least when {vt} is constant. If vt = v0∀t, (5) and (6)
imply that {ωt} is Gaussian white noise {ηt} processed by a lter
with transfer function

Hω(z) =
(1− pL)(1 + pH)(1 + z−1)
4v0(1− pLz−1)(1− pHz−1)

(7)

If both |pL| and |pH | are strictly less than 1 (guaranteed by the map-
ping F (·), when φL, φH ∈ (0, π)) it follows that {ωt} is a Gauss-
Markov process with nite power spectral density [7]. Hence, the
variance of {ωt} is bounded.

Thus, we distinguish straight vs. curved hypotheses by choices
of λη (the variance of the white Gaussian process {ηt}) as well as
initial curvature P (ω0). By scale invariance, the same choices of λη

hold in a variety of situations – for instance, when the user stands
still and guides the object by hand around his/her body, or when the
user carries the object through the space.

The upper half of Figure 2 displays sample straight vs. curved
process realizations using φL = 0.1 and φH = 0.5 rad/frame, where
the frame rate is eight frames/sec. Here

λη =

{
30.0, H = ‘C’
0.5, H = ‘S’

(8)

and P (ω0) = N (0, v−10 λη) in either case.
By contrast, random and stop hypotheses are modeled as Brow-

nian:

lt ∼ N
(
lt−1, λ

(B)
L I

)
(9)

where λ
(B)
L is much greater for random motion (H = ‘’R’’) than

for stopped (H = 0). Unlike straight/curved discrimination, ran-
dom/stop discrimination is highly scale-dependent. Thus, λ(B)L must
be set roughly to the square of the expected per-frame drift ‖ lt −
lt−1 ‖. The lower half of Figure 2 shows sample process realizations
from the generative models for each hypothesis. Here λ

(B)
L = 0.25

for random motion and 0.5 for stop motion.
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Fig. 2. Sample process realizations for straight, curved, random, and
stop shape quality hypotheses.

2.2. Inference methodology

Via (1), shape quality determination requires computation of
P (Yt−N+1:t|Ht). Let

St
Δ
=

{
lt, θt, vt, ωt, δt, δ

(1)
t , η

(0:1)
t

}
(10)

where δ
(1)
t ∈ R, η(0:1)t ∈ R2 are auxiliary states necessary to model

{δt} as a rst-order Gauss-Markov dependence.

Let t0
Δ
= t−N + 1. We begin by factoring

P (Yt0:t|Ht) = P (Yt0 |Ht)×
t∏

s=t−N+2

P (Ys|Yt0:s,Ht) (11)

From (2, 3, 5,4,8, 9, 10), one may factor

P (Yt0:t, St0:t|Ht) = P (St0 |Ht)P (Yt0 |St0)

×
t∏

s=t−N+2

P (Ss|Ss−1,Ht)P (Ys|Ss) (12)

Then, conditional independences indicated by (12) imply

P (Ys|Yt0:s,Ht) =

∫
P (Ys|Ss)P (Ss|Yt0:s,Ht)dSs (13)

If the ltered posterior, P (Ss|Yt0:s,Ht), is Gaussian:

P (Ss|Yt0:s,Ht) ∼ N (Ŝs, Ps) (14)

then using (2) it is easily shown

P (Ys|Yt0:s,Ht) ∼ N
(
HŜs,HPsH

T + λY I
)

(15)

where H is the observation matrix: HSt = lt. Because of nonlinear-
ities in P (St|St−1,Ht), the ltered posterior may not be Gaussian.
Nonetheless, as we can write St = g(St−1, zt), where zt is Gaus-
sian, the UKF [6] can be used to approximate the ltered posterior as
Gaussian. The UKF is initialized at time t0 and propagates to time t.

At time t, we can obtain additional information from the ltered
posterior (14). This information includes conditional approximate
MMSE2 tracking estimates of the current location lt, speed vt, mo-
tion direction θt, and path curvature ωt, as these are all components
of St. Let Zt be the desired component. The conditional MMSE
estimate, Z∗t|t0:t, is:

Z∗t|t0:t = E(Zt|Yt0:t)

=
∑
Ht

P (Ht|Yt0:t)E(Zt|Yt0:t,Ht) (16)

where E(Zt|Yt0:t,Ht) is the corresponding component of Ŝs in (14)
and P (Ht|Yt0:t) is computed via (1, 11, 15). The nal algorithm
outputs are the posterior, P (Ht|Yt0:t), the Bayes minimum-error
decision (Ht maximizing the posterior), and Z∗t|t0:t evaluated for
Zt ∈ {lt, vt, θt, ωt}.

3. EXPERIMENTAL RESULTS AND CONCLUSION

As discussed in Sec. 2, the path quality decision (1) approximately
minimizes the decision error and the instantaneous location, direc-
tion, speed, and curvature estimates (16) are approximatiely MMSE
given the generative model developed in Section 2.1. The only ap-
proximation lies in the use of the unscented transform to approximate
the posterior P (Ss|Yt0:s,Ht) in (14). Hence, validating the over-
all approach rests on the validation of the generative model of Sec-
tion 2.1 on sample paths and by conducting interaction-based user
studies.

Sample paths and shape quality tracking results are shown in
Fig. 3. These paths are generated by human participants without aid
of multimodal feedback; they are are told only to “move straight,
move curved, move random, then stop”. All trials use a common
observation rate of eight frames/sec, with a two-second horizon (T =
16 frames). Tracking results seem in each case correct, only with
slight lags most noticeable during the straight → curved transition
due to the extent of the sliding window. In particular, the snaked
motion (upper right Fig. 3) is correctly classi ed as straight.

We then conducted an informal user study involving seven adult
participants. The shape quality tracking was embedded in a color-
based interaction where the mixture of red, green, and blue corre-
spond to suitably scaled versions of the log posterior (straight↔ red;
curved ↔ green; random ↔ blue). Participants’ tasks were to dis-
cover the shape quality controls and feedback mappings, to control
feedback in a predictable manner, and to articulate their discoveries
via questionnaire (Fig. 4). They were not told anything in advance
about either controls or feedback. Users had little dif culty discov-
ering and articulating the straight and curved controls (for each, ve
found these “easy” and two “dif cult” to discover) but had consider-
ably more dif culty with the blue ↔ random mapping. Informally,
we observed that the majority of users also did not seem to grasp that
only horizontal planar (2D) motion was tracked; those who did com-
plained about the lack of 3D tracking, perhaps because they found
the 2D-based control slightly cumbersome as it did not encourage
full-body motion.

4. CONCLUSION

The success of our proposed generative model for tracking path shape
qualities is, on the whole, validated by our preliminary user studies.

2The reason these estimates are approximately MMSE, rather than exactly
so, is due by the Gaussian approximation of the posterior (14) by the UKF.
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Fig. 3. Shape quality tracking results: triangles represent straight motion, circles curved, asterisks random.

1. Is blue color easy to achieve? 

2. Is red color easy to achieve? 

3. Is green color easy to achieve? 

4. How would you evaluate the overall difficulty for you to establish

those colors designed for different motions? 

5. Is it too easy so that you lose you interest to explore very soon? 

6. Is it too difficult so that you easily get bored and tired?

7. Could you share with me some of your findings when you are

playing with the interactive system? 

8. What are the interesting things when you are playing this game? 

9. What gets you bored?

10. What do you think can improve the system so that it becomes

more interesting for people to participate?

Fig. 4. Questionnaire for the user study.

Most importantly, naive participants were able to reproduce path seg-
ments correctly detected as straight, curved, or random given only
verbal cues. An exploratory interaction study did highlight some
needs for improvement, particularly in the ability of participants to
discover mappings based on the random path shape quality, and in
the lack of complete encouragement for full-body motion. Priori-
ties for future research include extending the generative model to 3D
motion to better facilitate full-body interactions, further optimizing
the computational cost, and conducting more formal user studies in-
volving cognitive load measurements and external assessments, es-
pecially involving the target K-12 population of SMALLab.
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