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ABSTRACT

Successful design of a at-pro le multiplexed optical imaging
system requires the use of adaptive techniques to make intel-
ligent resource allocation based on the information content in
the imaging system’s eld-of-view. This paper explores tech-
niques for nding regions of interest in aerial images using
local entropy as a descriptor. A novel method for identifying
regions-of-interest in images is developed using the 2D nor-
malized power spectral density within Gilles’ saliency map
estimator. Application of the method to candidate aerial im-
ages shows its ability to identify consistent regions of interest
for such data for varying block sizes and under additive noise.

Index Terms— computational imaging systems, informa-
tion theory, saliency, image reconstruction

1. INTRODUCTION

Recent work in computational imaging systems has yielded
system designs that combine multi-aperature image collec-
tionwith advanced image reconstruction algorithms in a light-
weight at form factor device. In these systems, multi-aper-
ture optical imaging systems built using state-of-the-art micro-
optics technology are used for data collection [1] , and multi-
ple low-resolution images are combined using signal process-
ing techniques to produce a nal image with both a high angu-
lar resolution and a large eld-of-view. Because the systems
use small aperture lenses, the depth-of- eld of such devices
is increased over traditional imaging systems, mitigating the
need for adjustible lens focus.

The design of multi-aperture imaging systems requires an
allocation strategy for the imaging resources across the eld-
of-view. For example, the TOMBO (Thin Observation Mod-
ule by Bound Optics) [2] system design utilizes an array of
micro-imaging systems with a xed overlap of imaging re-
sources across the region-of-interest. This system is opti-
mized for a speci c resolution and eld-of-view [2],[3]. Spa-
tial information is typically not distributed uniformly within
a scene [3], and the TOMBO architecture does not take this
non-uniformity of spatial information into account. The per-
formance of multiplexed imaging systems may be enhanced
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by optimizing imaging resource utilization through adaptive
resource allocation based on the information content of the
scene. Regions within a scene devoid of features are allo-
cated fewer imaging resources, allowing more imaging re-
sources to be devoted to regions of higher spatial informa-
tion for improved spatial resolution. One such design has
been termed PANOPTES (processing arrays of Nyquist lim-
ited observations to produce a thin electro-optic sensor) [3],
which employs steerable micro-mirror sub-imaging arrays to
collect image information for reconstruction. Non-uniform
spatial allocation of imaging resources matching the informa-
tion content of the scene is critical for good performance in
such a strategy. Techniques for estimating saliency, de ned
as the degree to which a portion of an image is pre-attentively
distinct to the human eye, are therefore required. Regions
with high saliency lead to immediate visual attention in the
early stages of the human visual system [4].

This paper explores existing and novel methods for quan-
tifying the amount of information in local regions within a
scene for imaging resource allocation. Entropy-based meth-
ods employing both sample histograms and local power spec-
tral density (PSD) estimates are rst described. A novel cri-
terion for local saliency estimation in images that uses local
PSD estimates is proposed. Application of the method to typ-
ical aerial image data shows its ability to consistently iden-
tify similar regions-of-interest within such images for differ-
ent processing strategies and when noise is present.

2. ENTROPY, SALIENCY, AND
REGION-OF-INTEREST ESTIMATION

Methods for identifying image saliency are closely tied to
entropy-based image coding techniques. Gilles de nes saliency
in an image in terms of local signal complexity or unpre-
dictability and presents techniques for maximizing Shannon
entropy computed from local intensity histogram patches for
aerial image registration [5]. In this paper, we are concerned
with identifying regions within a eld of view that represent
good candidates for increased image resource allocation. Such
methods would be used within an adaptive procedure to allo-
cate additional imaging resources within the multi-aperture
optical system.
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Fig. 1. Aerial image of an airport.
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Fig. 2. Local entropy map generated from intensity his-
tograms, ��� �� block size, 4-pixel offset.

A straightforward implementation of Gilles’ saliency model
to region-of-interest estimation is the entropy map

��� � �

�
���

������ ���� ������ (1)

where ������ is the normalized intensity histogram taken in
a region about pixel ��� �� in the image. As an example, an
aerial image of an airport is shown in Fig. 1. The entropy
map calculated using (1) for local regions of size �� � ��
pixels and an offset of 4 pixels is shown in Fig. 2. Fig. 3
shows two versions of the airport image with superimposed
non-overlapping squares representing 	
 and �
 regions hav-
ing the highest entropy values in this image. While a non-
overlapping xed grid for resource allocation is shown, the
methods presented are not restricted to this choice. The lo-
cal regions identi ed in Figs. 2 and 3 appear to correlate well
with our visual attention in this image.

Computing local entropy using intensity histograms suf-
fers from a number of drawbacks. (i) It is computationally-
burdensome for large block sizes. (ii) Its ability to identify
regions of interest is sensitive to noise in the image. (iii)
Its abilities vary widely with choice of block size and off-
set [6]. Figs. 4 and 5 illustrate some of the dif culties with
this approach for an entropy map using ��� block sizes with

(b)(a)

Fig. 3. Resource allocation maps generated from the image
in Fig. 2: (a) 40 regions, and (b) 80 regions.
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Fig. 4. Local entropy map generated from intensity his-
tograms, �� � block size, no overlap.

no overlap. As can be seen in Figs. 5(a) and (b), regions of
largely constant intensity are identi ed to the right of the air-
port, causing resources to be mis-allocated and likely leading
to an overall lower-quality reconstruction.

For these reasons, we desire alternative representations of
local entropy for saliency estimation. One such alternative,
developed by Huck et al [7], is the information rate de ned as

� �
�

�

��
��

��� ������ �� �� �� �
�

�

��
��

������ ��� � 
 �� �� �� �

(2)
where ������ 	� is the power spectral density (PSD) of the
radiance- eld within the sampling passband �
 and ������ 	
 ��
is the minimum mean-square restoration-error PSD that ac-
counts for the loss of information that the perturbations of the
image-gathering process cause within the sampling passband.
Eq. (2) has been derived assuming that the radiance eld is
wide-sense stationary and Gaussian-distributed. A discrete
approximation to (2) is

���� �
�
�

�
�

��������� 	��
� (3)

where ������ 	� is the discrete 2D PSD of the signal in the
local region centered at pixel ��� ��, � and 	 are discrete fre-
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(b)(a)

Fig. 5. Resource allocation maps generated from the image
in Fig. 4: (a) 40 regions, and (b) 80 regions.
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Fig. 6. Local entropy map generated using (3), ��� �� block
size, 4-pixel offset.

quency bin indices, and � is constant due to quantization
noise.

Figs. 6 and 7 show entropy maps generated using (3) and
the resulting resource allocation maps for ��� �� local pixel
regions and a 4-pixel offset. Investigation of this particular
formula for region-of-interest calculation indicates that it is
unsuitable for identifying salient regions within a scene for
aerial images for the following reason: The value of the local
entropy maps is biased by the total power of the image within
each local region, causing brighter portions of the image to be
identi ed as having higher saliency. Hence, another approach
for saliency map estimation is needed.

3. SALIENCY MAP ESTIMATION USING 2D
POWER SPECTRAL DENSITY

Although (3) is not appropriate for nding salient regions
within image data in the chosen application, it provides an im-
portant insight: the 2D power spectral density can be used as a
descriptor of local saliency within a scene. We propose to use
the normalized PSD in place of the intensity histogram within
Gilles’ saliency map algorithm, such that the local PSD is
treated like a probability distribution. This spatial frequency
histogram for ��� ��th block is found by dividing the PSD by
the sum of the powers in all of the bins in the frequency do-

(b)(a)

Fig. 7. Resource allocation maps generated from the image
in Fig. 6: (a) 40 regions, and (b) 80 regions.

Fig. 8. Local entropy map generated using (5), ��� �� block
size, 4-pixel offset.
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Note that ������ �� does not represent any randomness, and
thus the proposed measure is not equal to the entropy of the
data. The resulting saliency map estimator is
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The proposed saliency map estimator has several interest-
ing properties. Firstly, it is maximized when the 2D spec-
trum within a local block is at, corresponding to regions
containing energy at all spatial frequencies. It is orientation-
independent, such that rotations and translations of image con-
tent do not change its value. Finally, regions within a scene
that contain spatial features such as objects and edges will be
identi ed with a higher saliency than other regions due to the
broader frequency spectrum of the former region types. These
attributes suggest that (5) can be used to estimate regions-of-
interest within a scene.

Local saliency maps and resource-allocation maps for the
airport image using (5) are shown in Figs. 8 and 9 for a block
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Fig. 9. Resource allocation maps generated from the image
in Fig. 8: (a) 40 regions, and (b) 80 regions.

Fig. 10. Local entropy map generated using (5), � � � block
size, no overlap.

size of �� � �� pixels and a 4-pixel offset. Figs. 10 and 11
show the local saliency maps using (5) for a block size of
� � � pixels and no overlap. From this and other numeri-
cal evaluations performed on aerial image data, the saliency
maps generated using the spatial frequency histogram appear
to identify regions of interest more often and with a higher
accuracy than saliency maps generated from intensity his-
tograms, and the behavior of (5) remains well-behaved even
for small block sizes. They also have another distinct advan-
tage over intensity-histogram-based methods: the effects of
additive noise can be easily compensated. Fig. 12 shows a
noisy version of the airport image along with the local saliency
map computed using the spatial frequency histogram, in which
the DC power of each local block has been replaced by a
constant value proportional to the size of the block. As can
be seen, the regions around the airport terminal remain high-
lighted in the saliency map despite the signi cant noise present.
Details regarding these properties, as well as a complete de-
scription of how Fig. 12 was calculated, can be found in [6].

4. CONCLUSIONS

In designing computational imaging systems, allocating imag-
ing resources to regions within a scene can be automated us-
ing methods for estimating local image saliency. In this pa-

(b)(a)

Fig. 11. Resource allocation maps generated from the image
in Fig. 10: (a) 40 regions, and (b) 80 regions.

Fig. 12. (left) Image of a airport with a noise variance of ����
in normalized scale. (right) Saliency map of the noisy airport
image using DC compensation of ���, for � � �, � � ��

block size and a 2-pixel offset.

per, we explore two existing and one new techniques for de-
termining regions of interest that employ intensity and spa-
tial frequency histograms as descriptors of local content. Our
novel method employs the local power spectral density within
Gilles’ saliency map estimator. Application to aerial images
indicates the usefulness of the method for region-of-interest
estimation. The proposed technique can be further simpli ed
when combined with parametric models for PSD estimation
of natural images; additional details regarding these paramet-
ric methods are in [6].
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