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ABSTRACT

We consider approximate inference in the important class of
Gaussian distributions corresponding to multiply-connected
directed acylic networks (DAGs). We show how Directed Be-
lief Propagation can be implemented in a numerically stable
manner by associating backward (\) messages with an aux-
iliary variable, enabling intermediate computations to be car-
ried out in moment form. We apply our method to the Fast
Fourier Transform network with missing data, and show that
the results are more accurate than those obtained using Undi-
rected Belief Propagation on the equivalent Markov network.

Index Terms— State space methods, Discrete Fourier trans-

forms, Bayes procedures, Graph theory

1. GAUSSIAN DIRECTED ACYCLIC GRAPHS

A Gaussian DAG is a distribution over a set of vectors,

= T ptedeanc)

in which each local conditional distribution p(TZ\T i) is a
Gaussian. Here pa (i) denotes the variables in the parental
set of 7. Each conditional Gaussian may be defined by the
stochastic linear relation

Z Wiz + n;,
lepal(i)
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where 9, X9 are the mean and covariance of the Gaussian
noise. Perhaps the most celebrated instance of a singly con-
nected GaussDAG is the Kalman Filter [1]. More recently
GaussDAGs have appeared as interesting models in spatio-
temporal filtering [2] and the Fast Fourier Transform [3]. Our
interest in this paper is a stable version of approximate infer-
ence in multiply-connected networks where exact inference
is impractical. In a typical application, the variables z are
split into a set of hidden and visible variables = (h, v) and
inference corresponds to computing the conditional p(h|v).
Formally, the posterior means and covariances are given by

= ph+ZhoZpy (V= o) s Thjo = Zhh — ZhoZpy Suk
(2)

Here X, represents the h, v block of the joint covariance of
p(h,v). Similarly, p, and p, are the corresponding mean

Hh|v
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components. These means and covariances are easily found
by forward propagation of the recursions equation (1). Hence
exact inference is bounded by O(|v|?) since this is the com-
plexity of matrix inversion. However, in many applications
this is unacceptably large and one seeks to exploit the struc-
ture to reduce this computation. Our interest is approximate
inference when exact inference even using the Junction Tree
algorithm is deemed impractical. Belief Propagation (BP) is
an attractive approximation since, if it converges (in either its
directed or undirected manifestation) then the inferred means
Hp | Will be exact, although the covariance Y, will typically
be overconfident [4]. Exactness of the means is an important
advantage of BP over other techniques such as approximate
block factorisations (see e.g. [5]). Conjugate gradient meth-
ods are also interesting for computing the means, although
they are less straightforward to apply to covariances.

One approach is to first convert the GaussDAG to an undi-
rected network, p(z) o< [[;; ¥ij(zi, ;). where v;j(zi, ;)
are suitably defined exponentiated quadratic forms[4]. In gen-
eral one obtains additional links 1;; between common parents
of any node. Undirected BP (UBP) can then be run on the re-
sulting network by using the message recursions 7, ; () o
Ly, Vij(@is z) [1ie N(i)\j Yk—i (i), where N (i) are the neigh-
bours of node 7 on the Markov network; the posterior means
are given by p(z;) o< 1;(:) [[en(i) Ye—i(@i). However, if
covariances E? are small (or even zero), then the conversion
will introduce accumulating numerical errors [1, 3].

Directed Belief Propagation

Directed Belief Propagation (DBP) sends messages from node
i to its children j € ch (¢) and parents [ € pa (i) [6]

pi%j(xi) :/ xl‘mpa (#) H p1—i(zy) H )\Aaz x;)

lepa(i) kech(i)\j
Aisi(T1) :/ @ilzpay) [ pooiler) [T Assile)
I"epa(i)\l k€ech(i)

where the integrals are over all variables except the one on
which the message depends. We choose to parameterise the p
messages using the moment representation

f7—)j) f7—>j)

1
pisj(i) o exp = (@i F (2
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and the A messages using the canonical representation

Aisi(z1) o< exp —% (2] Gimumi — 22 giv1) (3)
Whilst there is a choice about whether to parameterise p in
either moment or canonical form, no such choice exists for
the A messages since G is generally not invertible. DBP then
corresponds to updating the parameters F., f, GG, g. If one car-
ries out the integrals naively, then inverse noise covariances
appear explicitly. This is numerically problematic in the case
of very small (or even zero) noise covariances. Fortunately,
there is a simple trick which automatically produces recur-
sions in the correct form.

2. THE AUXILIARY VARIABLE TRICK

A naive integration implementation of the DBP recursions
above effectively converts p messages to a canonical repre-
sentation, and performs the integral in this representation. How-
ever, we would prefer to carry out the integrals in a moment
representation for p since this is appropriate for small covari-
ances. To do this we express the A messages in a form where
the canonical variables G, g appear in a moment form, by in-
troducing an auxiliary variable zy_,; for each message A\;_,;.
This is defined by

“)

where ng_; ~ N (0, Gx—;). Then equation (3) can be written

Thoi = GhoiTi + Nhoi

Aissi(23) o< p(Tii|2)

Tis1=9i—1

Note that this representation of the A message as a clamped
distribution is not unique'.

Normally in DBP, each node sends a A\ message to each
parent. However, in the case of an evidential node e with only
a single parent 7 and in the absence of noise, Ae—yi(%;)
p(ze|z;) has an infinite G._,. To deal with this, we do not
parameterise A messages from evidential children, but rather
simply include the relevant factors p(x.|z;) directly in the
recursions, as we will now describe. For a fuller explanation,
please refer to [7].

The p messages

Using the auxiliary variable method, and separating out evi-
dential variables e € F, we have

pi—sj(xi) o< [ p(xi|Tpagiy) H pr—i(x1)
/ lepal(i)
I1 I1

kech(i)\j.k¢E e€ch(i)\j,e€E

p(Tk—>1|7'1) p(Tp|T1)

'E.g. let z;_,; = Bx; + n;_s; be clamped to a, with n; _s; ~ N(0, A).
We then require BT A~'B = G;_,; and BTA~'a = g;_,;. We choose
simply A= B = BT = @G,_,,.

where z;_,; is clamped to the value g;_; and z. is clamped to
value v.. The usefulness of the auxiliary variable is that we
can identify the r.h.s. of the above equation as

pimj (i) < (@i {zhsi b AT Do i mguss i b fmemve)

where the joint distribution is found using equation (4) and

T; = ZWu—ﬂl-H?i, Te = Weeii+ Z We it @it +1e
lepa(i) i'€pa(e)\i
5
From these equations, u; = 3¢y Wictfisi + 1) ug—i =
Gr—ilis Xii = Y 1epa(i) Wi 1S WE 459, e = pl+Weipi+
Yirepaeni Weeir fir ser Bk = GrsiBiis Xk = GroiDii Groi +
Grosir Bek = WeriXiiGrois Sei = WeeiXii, (see[7]) and

Yee = HS + We(—iziiWe’T‘Hi + Z We%lFi’—mWe’]:—i’ (6)

i/ €pa(e)\i

Now that we have the joint distribution p(z;, {zx—; }, {z.}),

we need to clamp the z_,; and x. into their appropriate states.
The structure of this is that we have defined the joint p(y, z)
where y = z; and 2z = {4}, {z.}, and wish to find p(y|2)
with z clamped to specific values. In both the mean and co-
variance, a slight difficulty is that ¥, may not be invertible;
but X, . E;; remains well defined. In general, the form of X, .
and X, , is (here shown a non-evidential child & other than j
and one evidential child e):

Eyz :( YiiGri EiiWe];—i, )

)% 1)

GrsiXii + I G XuWk .
WP<—1E11 Eee

We can write the covariance Y. as

GroiZii + T GroiXuWI,
Wekizii Eee

so that ¥,. ¥} becomes

> -1
This gives fi; = py + £,:X2.' (2 — p.) and covariance

F,; =%,,-%,.57!'S,, where explicitly 1, = pi, Xy =
S 2 = (G0 seol) and T = (I 7).

(Zu ZaWll) (

The )\ messages

Using the same auxiliary variable trick as before, the A\ mes-
sages may be written as

Aisi(x1) = /P($i|33pa(z‘)) H pr—i(zy)
! U'epa(i)\l

kech(i)\j k¢ E e€ch(i)\j,e€E

P(Tk—ilTi) p(we|zi)

subject to clamping the auxiliary and evidential variables to
their appropriate states. The A message is then given by the

conditional
pP{zr—i}, {ze}21)

(N
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This is a little different from the p case since we are now
interested in the functional dependence on the conditioning
variable z;. We therefore directly isolate the z; dependent
terms in the conditional distribution; from the quadratic form
in x; in the exponent we can then read off the A messages.
The joint distribution of {z;—;}, {z.} (conditional on ;) is
obtained from the relations (4) and (5), except that in z; we
now need to separate off the part dependent on z;:

T; = Z Wicpxp + Wiz +n;
£l

Explicit expressions for the means and covariances involve
the mean of z;, which is i + W;._;x; with

(L= Z Wi froi+ M?
'+l

as well as the covariance of z;,

i:ii = Z sz—anf—ng_y + Z?
11

For a non-evidential child k, and evidential child e, equa-
tion (7) is then proportional to exp —gm” (M D)~'m, where

m = ki — Groi (o + Wiex)
S\ Ve — NS — Weei (8 + Wiay)
_ Gkaiiii +1 GkﬂiiiiWeT(_i . Gisi O
M_< WeeiSii See D= 0 I

where iee is obtained by replacing ¥;; — i” in (6). To
isolate the z; dependence we define
- Gk—n’ﬁ, - Weeiﬂ;

Ck = Gk—si Ce = € — e

Up = Wi, Ue=WeiW;y

Then the above A message is proportional to

1
exp —3 (c— DUz (MD)™ (c = DUx))

where ¢’ = (¢, cl') and U = (U], UT). This gives the

message update
9gi—l = UT]M_1 Giy = UTM_lDU

The posterior marginals, finally, are obtained in the standard

way by just a slight modification of the p message:

p(l‘i|’l}) :/ Z'2|mpa(z H Pl—)z Tl H )\k—n Iz

le€pa(i) kech(i)

O
O
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Fig. 1. The FFT network for computing the Fourier Trans-
form of an 8 component data vector. The data vector v is
clamped in reverse bit order in the bottom layer of the net-
work. The Fourier components (in standard order) are, after
inference in this network, given by the bits in the top layer.
All nodes below the top layer have zero covariance so that
with no missing data the top layer produces the exact FFT. In
the case of missing data, the prior in the top layer is used to
make the inference well-posed.

3. EXPERIMENTS ON AN FFT NETWORK

An example of a GaussDAG which contains zero covariances
was discussed in [3], and provides an interesting and practi-
cal example for comparison of directed versus undirected BP
methods. The Fast Fourier Transform FFT () normally deals
with only the case of complete observations 2. An elegant and
potentially extremely useful method for dealing with missing
data was proposed in [3], in which the one dimensional FFT
was considered as a generative GaussDAG with the structure
of a butterfly network, fig. 1. This is based on the well-known
recursion for computing the FFT of an n = 2 dimensional
vector z in O(n logn) time. For W = exp(—27i/n), the k!
Fourier coefficient F}, is given by

n/2—1 n/2—1
Fp= Y Whgy+ Y Wk, = Fe+WrFy
Jj=0 j=0

where F¢ and F denote the k" component of the length-n /2
Fourier transform of the even and odd components of z;, re-
spectively. This means that we can generate, from the Fourier
coefficients at the top layer, the data points themselves (in
reverse bit order) in the bottom layer. Using a prior on the
Fourier coefficients in the top layer, computing the Fourier
coefficients in the case of missing data is an inference prob-
lem in a GaussDAG in which some of the bottom layer nodes
are clamped to their evidential states, and we wish to infer the
top layer Fourier coefficients (as well as possibly the missing
data in the bottom layer). In our implementation, we represent
complex arithmetic using an equivalent two component vec-
tor arithmetic. We use a zero mean prior on the Fourier coef-
ficients, and independent isotropic covariances. All noise co-
variances below the top layer are set to zero. In [3] inference
in this network was performed using undirected BP (UBP)
by first transforming the network into a pairwise Markov net-
work. To deal with the problem of zero covariances, a small
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“jitter” was substituted instead. The jitter can have a large ef-
fect on the numerical accuracy of UBP, and we used 107!
which was based on experiments with small networks.

Naive UBP doesn’t work well since convergence is ham-
pered by many loops of length four. In our DBP we also
found that the tight loops in the network caused difficulties
with convergence and, as in [3], we used a clustering scheme
to ameliorate this. We merged the two children of any par-
ent node into a cluster variable; each node except for those in
the top layer is then contained in one such cluster. In the top
layer, we clustered nodes with common children, giving again
non-overlapping clusters containing two nodes each. In the
UBP implementation of [3], nodes that form a loop of length
four were merged into four-node clusters (which can overlap
each other). The two algorithms, UBP and DBP, then have
roughly the same computational complexity per iteration. For
a network of n = 16 nodes in each layer, we ran 100 exper-
iments with half of the n data points missing at random and
the prior FFT variances selected from a uniform distribution
on (0,1). First we ran both UBP and DBP to convergence,
defined as the point where the posterior means change by less
than 101 from one iteration to the next. The number of iter-
ations used by both methods to reach this convergence toler-
ance differed only by a small number of iterations. However,
in about a third of runs UBP struggled to converge to this high
tolerance and we then stopped it after a maximum of 50 iter-
ations, which gave similar accuracy to otherwise converged
runs. The resulting mean absolute error of the inferred FFT
components from the true target values was (1.5 +1) x 1078
for UBP and (3.2 + 1.4) x 104 for DBP. Similar experi-
ments give for n = 32: (2.8 £ 1.1) x 10~ for UBP and
(8.6 + 4) x 10~ for DBP. Here UBP usually did not con-
verge within the maximally allowed 100 iterations, whereas
DBP always converged within less than 50 iterations. For
n = 64, both UBP and DBP struggled to converge within
100 iteration, giving errors of (9.2 +4) x 10~8 for UBP and
(2.6+1.1) x 10~ '3 for DBP. The increase in the errors stresses
the importance of numerical accuracy as we increase the net-
work size.

In fig. 2 we also consider the accuracy of the two methods
as we increase n at a fixed number of iterations, chosen here as
20. The same random prior was used as before, with half the
data vector missing at random, and plotted are the mean er-
ror and standard deviation over 20 such experiments. Whilst
the performance of both DBP and UBP deteriorates with in-
creasing n, DBP remains consistently superior by at least two
orders of magnitude; this becomes critically important as the
network size increases to practically interesting limits.

4. DISCUSSION

Directed Gaussian networks are a common form of continu-
ous graphical models, for which accurate and stable inference
techniques are of considerable interest. In cases where exact

log10(mean abs error,
5 3
o ——
-

Fig. 2. Comparison of the accuracy of the UBP and DBP
methods after 20 iterations of each algorithm. Plotted are the
mean of the log of the absolute error, together with £ one
standard deviation over the 20 random experiments (see text)
for each network size. The upper results are for UBP and the
lower ones for DBP.

inference is impractical, BP is a useful approximation since,
when it converges, the posterior means are correct. Whilst
the two forms of BP — directed and undirected — may be made
mathematically equivalent, their numerical stability is differ-
ent, and may be dramatically so in many practical scenarios
where noise covariances are small or even zero. Our approach
was to derive a directed BP implementation without the ex-
plicit appearance of inverse noise covariances, for which the
numerical performance is superior to undirected approxima-
tions on the equivalent pairwise Markov Network. MATLAB
code is available from the first author’s homepage.
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